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Abstract

In this paper, we define a new concept of Noetherian commutative
rings which stands between Gorenstein and Cohen-Macaulay proper-
ties. We show that this new property keep hold under common opera-
tions of commutative rings such as localization, polynomial extension
and under mild assumptions, flat extension, tensor product, Segre
product and so on. We show that for Schubert cycles, the Ehrhart
rings of the stable set polytopes of cycle graphs and perfect graphs,
this new concept is close to Gorenstein property.
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1 Introduction

There is a hierarchy of commutative Noetherian local rings.

regular ⇒ complete intersection

⇒ Gorenstein ⇒ Cohen-Macaulay ⇒ Buchsbaum.

A Cohen-Macaulay rings was originally defined as a Noetherian ring which
satisfy the unmixedness theorem. Macaulay showed that the unmixedness
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theorem holds for polynomial rings over a field and Cohen showed that the
unmixedness theorem holds for regular local rings. In old days, Cohen-
Macaulay rings were sometimes called semi-regular rings. Further, there are
many situations that rings under consideration is Cohen-Macaulay. There-
fore Cohen-Macaulay rings are a platform for many theories.

On the other hand, the notion of Gorenstein rings was defined by Bass
[Bas]. A Gorenstein local ring is by definition a commutative Noetherian local
ring whose self injective dimension is finite. A Gorenstein ring is a Cohen-
Macaulay ring whose parameter ideal is irreducible and has very beautiful
properties especially concerning symmetry of related objects such as syzygies
and dualities.

In pursuing the study of Gorenstein and Cohen-Macaulay rings, many re-
searchers felt that there is a rather large gap between Gorenstein and Cohen-
Macaulay properties. Thus, there were attempts to define notions between
Gorenstein and Cohen-Macaulay properties and fill this gap. The first one
is the level property defined by Stanley [Sta1]. However, the level property
can be defined only for semi-standard graded rings over a field.

After that, the almost Gorenstein property [BF, GMP, GTT] and the
nearly Gorenstein property [HHS] were defined. However, there are few rings
that are non-Gorenstein but almost or nearly Gorenstein.

In this paper, we define a new notion, called canonical trace radical (CTR
for short) property, which lies between Gorenstein and Cohen-Macaulay
properties. We define a Cohen-Macaulay local ring to be CTR if it ad-
mits a canonical module and its trace ideal is a radical ideal. We show that,
under mild assumptions, CTR property is preserved or reflected by familiar
operations on Noetherian rings, such as localization, flat extension, tensor
product, Segre product and some others. We also show that in some com-
binatorial rings, the combinatorial property corresponding to CTR property
is weaker than but is close to the combinatorial property corresponding to
Gorenstein property.

Recently, Esentepe [Ese] treated the radical property of the trace ideal
of the canonical module of a Cohen-Macaulay ring in relation to Auslander-
Reiten conjecture.

This paper is organized as follows. In §2, we establish notation and termi-
nology used in this paper and recall some basic facts, especially the trace of
a module. In §3, we define the canonical trace radical (CTR for short) prop-
erty and show under the following ring operations, with sometimes additional
assumptions, CTR property is retained: localization, flat extension, polyno-
mial extension, completion, division by a regular sequence, tensor product
and Segre product.

In §§4 and 5, we state criteria of CTR property for certain classes of rings
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which motivated us to define CTR property. In §4, we deal with Schubert
cycles, i.e. the homogeneous coordinate rings of the Schubert subvarieties of
Grassmannians: let R be a Schubert cycle. Then by [BV, §8], it is known that
R is a Cohen-Macaulay normal domain and there are height 1 prime ideals
P0, P1, . . . , Pt such that the divisor class group Cl(R) is generated by cl(P0),
cl(P1), . . . , cl(Pt) and

∑t
i=0 cl(Pi) = 0 is the only relation between them. Let∑t

i=0 κicl(Pi) be the canonical class of Cl(R), κ = max{κi : 0 ≤ i ≤ t} and
κ′ = min{κi : 0 ≤ i ≤ t}. Then κ − κ′ is independent of the representation
of the canonical class above. It is known that R is Gorenstein if and only if
κ− κ′ = 0. We show that R is CTR if and only if κ− κ′ ≤ 1. See Theorem
4.3.

In §5, we deal with the Ehrhart ring of the stable set polytope of a cycle
graph: let R be such a ring. It is known that R is Gorenstein if and only if
the length n of the cycle is even or less than 7. We show that R is CTR if
and only if n is even or less than 9. See Theorem 5.2.

Finally in §6, we state a necessary condition that the Ehrhart ring R of
the stable set polytope of a perfect graph G is CTR: set k = max{|K| : K is
a maximal clique in G} and k′ = min{|K| : K is a maximal clique in G}. It
is known that R is Gorenstein if and only if k − k′ = 0. We show that if R
is CTR, then k − k′ ≤ 1. See Proposition 6.2.

2 Preliminaries

In this section, we establish notation and terminology used in this paper. For
unexplained term of commutative algebra, we consult [Mat] and [BH].

All rings and algebras are assumed to be commutative with identity ele-
ment and Noetherian. We denote the set of nonnegative integers, the set of
integers, the set of rational numbers and the set of real numbers by N, Z, Q
and R respectively.

For a set X, we denote by |X| the cardinality of X. For sets X and Y , we
denote by X \ Y the set {x ∈ X : x ̸∈ Y }. For nonempty sets X and Y , we
denote the set of maps from X to Y by Y X . If X is a finite set, we identify
RX with the Euclidean space R|X|. For f , f1, f2 ∈ RX and a ∈ R, we define
maps f1 ± f2 and af by (f1 ± f2)(x) = f1(x)± f2(x) and (af)(x) = a(f(x))
for x ∈ X. Let A be a subset of X. We define the characteristic function
χA ∈ RX of A by χA(x) = 1 for x ∈ A and χA(x) = 0 for x ∈ X \ A. For a
nonempty subset X of RX , we denote by convX the convex hull of X .

Next we fix notation about Ehrhart rings. Let K be a field, X a finite
set and P a rational convex polytope in RX , i.e. a convex polytope whose
vertices are contained in QX . Let −∞ be a new element with −∞ ̸∈ X
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and set X− := X ∪ {−∞}. Also let {Tx}x∈X− be a family of indeterminates

indexed by X−. For f ∈ ZX−
, we denote the Laurent monomial

∏
x∈X− T

f(x)
x

by T f . We set deg Tx = 0 for x ∈ X and deg T−∞ = 1. Then the Ehrhart
ring of P over a field K is the N-graded subring

K[T f : f ∈ ZX−
, f(−∞) > 0,

1

f(−∞)
f |X ∈ P]

of the Laurent polynomial ring K[T±1
x : x ∈ X−], where f |X is the restriction

of f to X. We denote the Ehrhart ring of P over K by EK[P]. If X is a
poset, we define the order on X− by −∞ < x for any x ∈ X.

Let R be a ring. For p ∈ Spec(R), we denote by κ(p) the quotient field
Rp/pRp of R/p. For an ideal I of R, we denote by min(I) the set of minimal
over primes of I. For a ring R and a matrix M with entries in R, we denote
by It(M) the ideal of R generated by t-minors of M .

An N-graded ring R =
⊕

n∈NRn is said to be an N-graded K-algebra if
R0 = K. An N-graded K-algebra R =

⊕
n∈NRn is said to be standard graded

if R = K[R1]. For an N-graded ring R, a greded R-module M and m ∈ Z,
we denote by M≥m the graded R-submodule

⊕
n≥mMn of M . When R is a

Cohen-Macaulay local ring with a canonical module or an N-graded algebra
over a field, we denote by ωR the (graded) canonical module ofR. IfR is an N-
graded algebra and ωR is the canonical module of R, −min{m : (ωR)m ̸= 0}
is called the a-invariant of R and denoted by a(R). See [GW]. For N-graded
K-algebras R(1), . . . , R(m), we denote by R(1)# · · ·#R(m) the Segre product⊕

n∈NR
(1)
n ⊗ · · · ⊗R

(m)
n of R(1), . . . , R(m).

Let R =
⊕

n∈NRn be a standard graded K-algebra, where K is a field.
We say that R is level if the graded canonical module ωR is generated in
one degree. If HomR(ωR, R) (whice is a graded module. See [GW].) is
generated in one degree, we say that R is anticanonical level. Level and
anticanonical level properties are independent, see [Pag, Miy1, Miy2]. We
denote HomR(ωR, R) by ω

−1
R .

Now we recall the following.

Definition 2.1. Let R be a ring and M an R-module. We define the trace
of M denoted by trR(M) by

trR(M) :=
∑

φ∈HomR(M,R)

φ(M).

If R is clear from context, we omit the subscript R and denote tr(M).

It follows from the definition, the following.

4



Lemma 2.2. Let R be a ring and M an R-module. Then trR(M) is the
image of the canonical map

HomR(M,R)⊗M → R, f ⊗m 7→ f(m).

In particular, if M is a finitely generated R-module and S is a flat R-algebra,
then trS(M ⊗ S) = trR(M)S and therefore for p ∈ Spec(R), trRp(Mp) =
trR(M)p.

Flat extension part of this lemma is shown in [HHS, Lemma 1.5 (iii)].
Further, if I is an ideal of R and contains an R-regular element b, then
HomR(I, R) ∼= {x ∈ (1/b)R : xI ⊂ R} ⊂ Q(R), where Q(R) is the total
quotient ring of R, and therefore, trR(I) = I{x ∈ (1/b)R : xI ⊂ R}. See the
proof of [HHS, Lemma 1.1].

Let R be a normal domain. For divisorial fractionary ideal I of R and
n ∈ Z, we denote by I(n) the n-th power of I in Div(R). Note that if I is
a height 1 prime ideal of R and n > 0, then I(n) coincide with the n-the
symbolic power of I. Further, by the argument in the previous paragraph,
trR(I) = II(−1) for any divisorial fractionary ideal I.

Next we state a tool to compute the trace of a canonical module which
is a generalization of [HHS, Corollary 3.2]. A homomorphism φ : F → G of
finitely generated free modules over a ring can be expressed by a matrix by
fixing bases of F and G. Let M be such a matrix and t a positive integer
with t ≤ min{rankF, rankG}. Then the ideal It(M) is independent of the
choice of bases of F and G. We denote this ideal by It(φ).

Lemma 2.3. Let S be a Gorenstein local ring (N-graded ring over a field),
J a (homogeneous) ideal of S such that R = S/J is a Cohen-Macaulay ring.
Suppose that there exists a finite (graded) S-free resolution

0 → Fh
φh→ · · · φ1→ F0 → R → 0

of R with h = dimS−dimR. Let G be a free R-module and ψ : G→ Fh⊗R
a (graded) R-homomorphism with

G
ψ→ Fh ⊗R

φh⊗1→ Fh−1 ⊗R

is exact. Then trR(ωR) = I1(ψ).

Proof. Since ωR = ExthS(R,ωS) = ExthS(R, S), we see that ωR
∼= Coker((φh⊗

1)∗). Therefore, by [HHS, Proposition 3.1], we see the result.
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3 Canonical trace radical rings

In this section, we define the notion of canonical trace radical rings (CTR
rings for short) and study basic properties of CTR rings. The reasons that we
think CTR property is close to Gorenstein property is shown in the following
sections. First we recall the following.

Fact 3.1. Let R be a Cohen-Macaulay local ring with canonical module ωR.
Then R is Gorenstein if and only if trR(ωR) = R.

For the proof, see e.g. [HHS, Lemma 2.1].

Definition 3.2. Let R be a Cohen-Macaulay ring. If for any p ∈ Spec(R),
Rp has a canonical module ωRp and trRp(ωRp) is a radical ideal, then we say
that R is a canonical trace radical (CTR for short) ring.

Since the unit ideal is a radical ideal, a Gorenstein ring is a CTR ring.
Further, it is evident from the definition that CTR property is kept by local-
ization.

By Lemma 2.2, we see the following.

Proposition 3.3. Let (R,m) be a Cohen-Macaulay local ring with canonical
module. Then R is CTR if and only if trR(ωR) is a radical ideal.

Proof. “Only if” part is a direct consequence of the definition. We prove the
“if” part. Let p be an arbitrary prime ideal of R. By Lemma 2.2, we see that
trRp((ωR)p) = trR(ωR)p. Since ωRp = (ωR)p and trR(ωR)p is a radical ideal of
Rp, we see the result.

Next we show a similar fact to the above proposition, which may be regarded
as a graded version of the above proposition.

Proposition 3.4. Let R be an N-graded Cohen-Macaulay ring over a field
K and ωR the graded canonical module of R. Then R is CTR if and only if
trR(ωR) is a radical ideal.

Proof. We first prove the “only if” part. Let m be the irrelevant maximal
ideal of R. Then (ωR)m is the canonical module of Rm. Therefore, by as-
sumption and Lemma 2.2, trR(ωR)m = trRm((ωR)m) is a radical ideal. Since
trR(ωR) is a graded ideal, every associated prime of trR(ωR) is graded and
therefore contained in m. Thus, the radical property of trR(ωR)m implies the
radical property of trR(ωR).

Now we prove the “if” part. Let p be an arbitrary prime ideal of R. Take
a polynomial ring S with weighted degree over K and a graded surjective
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K-algebra homomorphism S → R. Let P be the preimage of p. Also take a
minimal graded S-free resolution

0 → Fh
φh→ · · · φ1→ F0 → R → 0

of R, a free R-module G and a graded R-homomorphism ψ such that

G
ψ→ Fh ⊗R

φh⊗1→ Fh−1 ⊗R

is exact. Then

0 → (Fh)P
(φh)P→ · · · (φ1)P→ (F0)P → Rp → 0

is a (not necessarily minimal) SP -free resolution of Rp and

Gp
ψp→ (Fh)P ⊗SP

Rp
(φh)P⊗1→ (Fh−1)P ⊗SP

Rp

is exact.
Since R is Cohen-Macaulay, it follows that AssR = AsshR and therefore

h = dimS − dimR = dimSP − dimRp. Thus, by Lemma 2.3, we see that
trRp(ωRp) = I1(ψp). Since trR(ωR) = I1(ψ) by Lemma 2.3 and trR(ωR) is a
radical ideal, we see that

trRp(ωRp) = I1(ψp) = (I1(ψ))p = trR(ωR)p

is a radical ideal.

By Propositions 3.3 and 3.4, we see that nearly Gorenstein rings are CTR
rings.

Next we consider the CTR property under the flat extension.

Proposition 3.5. Let (R,m) be a Cohen-Macaulay local ring with canonical
module and (R,m) → (S, n) be a flat local homomorphism. Suppose S/mS is
a Gorenstein ring. Then the followings hold.

(1) If S is CTR, then so is R.

(2) If R is CTR and for any p ∈ min(trR(ωR)), Sp/pSp = κ(p) ⊗R S is a
reduced ring, then S is CTR.

Proof. First note that S is Cohen-Macaulay and ωR ⊗ S is the canonical
module of S. See [Mat, Theorem 23.3 Corollary] and [BH, Theorem 3.3.14].
Therefore, by Lemma 2.2 we see that trS(ωS) = trR(ωR)S.
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(1) Since the natural map R/trR(ωR) → S/trR(ωR)S = S/trS(ωS) is
faithfully flat, R/trR(ωR) is isomorphic to a subring of S/trS(ωS). Since
S/trS(ωS) is reduced by assumption, R/trR(ωR) is also reduced.

(2) Let P be an arbitrary associated prime ideal of trS(ωS) and set
p = P ∩ R. Since (R/trR(ωR))p → (S/trS(ωS))P is a flat local homomor-
phism, depth(R/trR(ωR))p ≤ depth(S/trS(ωS))P = 0 by [Mat, Theorem
23.3]. Therefore, p is an associated prime ideal of trR(ωR). Since trR(ωR)
is a radical ideal, we see that p ∈ min(trR(ωR)) and (R/trR(ωR))p = κ(p).
Thus, since κ(p)⊗R SP is a localization of κ(p)⊗R S, we see by assumption
that (S/trS(ωS))P = (S/trR(ωR)S)P = (R/trR(ωR))p ⊗R SP = κ(p)⊗R SP is
reduced. Since P is an arbitrary associated prime ideal of trS(ωS), we see
that trS(ωS) is a radical ideal.

Corollary 3.6. Let R be a ring and S = R[X1, . . . , Xn] a polynomial ring
over R. Then S is CTR if and only if so is R.

Proof. First assume that S is CTR. Let p be an arbitrary prime ideal of
R. Set P = pS + (X1, . . . , Xn)S. Then P is a prime ideal of S and
Rp = SP/(X1, . . . , Xn)SP . Since SP admits a canonical module, SP is a
homomorphic image of a Gorenstein ring. Therefore, Rp is also a homomor-
phic image of a Gorenstein ring. Thus, Rp admits a canonical module.

Since SP/pSP is a localization of κ(p)[X1, . . . , Xn], therefore is Gorenstein
and Rp → SP is a flat local homomorphism, we see by Proposition 3.5 that
Rp is CTR. Since p is an arbitrary prime ideal of R, we see that R is CTR.

Next we assume that that R is CTR. Let P be an arbitrary prime
ideal of S and set p = P ∩ R. Then SP/pSP = κ(p) ⊗R SP is a lo-
calization of κ(p)[X1, . . . , Xn] and therefore Gorenstein. Further, for any
q ∈ min(trRp(ωRp)), κ(q)⊗Rp SP is a localization of κ(q)⊗Rp S = κ(q)⊗RS =
κ(q)[X1, . . . , Xn] and therefore is reduced. Thus, by Proposition 3.5, we see
that SP is CTR. Since P is an arbitrary prime ideal of S, we see that S is
CTR.

Next consider the CTR property under completion.

Proposition 3.7. Let (R,m) be a Cohen-Macaulay local ring with canonical

module and R̂ the completion of R with respect to m. Then the followings
hold.

(1) If R̂ is CTR, then so is R.

(2) If R is a Nagata ring (pseudo-geometric ring in Nagata’s terminology)

and CTR, then R̂ is also CTR.
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Proof. Since R̂/mR̂ = R/m is a field, (1) follows from Proposition 3.5. For
(2), note that for any p ∈ Spec(R), R/p is analytically unramified, i.e.

(̂R/p) is reduced. See [Nag, Theorem 36.4]. Therefore, (R/trR(ωR))̂ is

reduced, since trR(ωR) is a radical ideal. Since R̂/trR̂(ωR̂) = R̂/trR(ωR)R̂ =

(R/trR(ωR))̂ , we see that trR̂(ωR̂) is a radical ideal of R̂.

Next we consider the CTR property under the quotient of an ideal gen-
erated by a regular sequence.

Proposition 3.8. Let (R,m) be a Cohen-Macaulay local ring with canon-
ical module or an N-graded algebra over a field with (irrelevant) maximal
ideal m. Suppose that x1, . . . , xr ∈ m is a (homogeneous) regular se-
quence with x1, . . . , xr ∈ trR(ωR). Set R = R/(x1, . . . , xr)R. Then
trR(ωR) = trR(ωR)/(x1, . . . , xr)R. In particular, R is CTR if and only if
so is R.

Proof. Localizing by m, we can reduce the N-graded case to the local case.
First note that ωR = ωR/(x1, . . . , xr)ωR = ωR ⊗R R. See [BH, Theorem

3.3.5]. By [HHS, Lemma 1.5 (ii)], we see that

trR(ωR)R ⊂ trR(ωR ⊗R) = trR(ωR).

On the other hand, let M be an arbitrary maximal Cohen-Macaulay R-
module and x′ an R-regular element with x′ ∈ trR(ωR). Then by [DKT,
Theorem 2.3], we see that x′Ext1R(M,R) = 0. By considering the long exact

sequence induced by 0 → M
x′→ M → M/x′M → 0, we get the following

exact sequence.

Ext1R(M,R)
x′→ Ext1R(M,R) → Ext2R(M/x′M,R).

Since x′Ext1R(M,R) = 0 and Ext2R(M/x′M,R) ∼= Ext1R/x′R(M/x′M,R/x′R)

(see, e.g. [BH, Lemma 3.1.16]), we see that annR(Ext
1
R(M,R)) ⊃

annR(Ext
1
R/x′R(M/x′M,R/x′R)). Therefore, by [DKT, Theorem 2.3], we see

that trR(ωR)(R/x
′R) ⊃ trR/x′R(ωR/x′R). Using this fact repeatedly, we see

that
trR(ωR)R ⊃ trR(ωR).

Therefore,

trR(ωR) = trR(ωR)R = trR(ωR)/(x1, . . . , xr)R.

In particular, trR(ωR) is a radical ideal if and only if so is trR(ωR).

Next, we consider the behavior of CTR property under the tensor product.
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Proposition 3.9. Let R(1) and R(2) be N-graded K-algebras, where K is a
field and set R = R(1) ⊗K R

(2).

(1) If R is CTR and trR(2)(ωR(2)) contains an R(2)-regular element, then
R(1) is CTR.

(2) If R(i) is Cohen-Macaulay and (R(i)/trR(i)(ωR(i))) ⊗K R
(3−i) is reduced

for i = 1, 2, then R is CTR.

Proof. First note that by [Mat, Theorem 23.3 Corollary], R is Cohen-
Macaulay if and only if both R(1) and R(2) are Cohen-Macaulay and by [HHS,
Proposition 4.1 and Theorem 4.2], it holds that trR(ωR) = trR(1)(ωR(1))R ∩
trR(2)(ωR(2))R.

We first prove (1). Take an R(2)-regular element a from trR(2)(ωR(2)).
Since

0 → R(2) a→ R(2)

is exact, we see that

0 → R(1)/trR(1)(ωR(1))⊗R(2) 1⊗a→ R(1)/trR(1)(ωR(1))⊗R(2)

is also exact. Since R(1)/trR(1)(ωR(1)) ⊗ R(2) = R/trR(1)(ωR(1))R, we see that
1 ⊗ a ∈ R is an R/trR(1)(ωR(1))R-regular element of R. On the other hand,
since 1⊗ a ∈ trR(2)(ωR(2))R, we see that

trR(ωR)R[(1⊗ a)−1] ∩R
= (trR(1)(ωR(1))R ∩ trR(2)(ωR(2))R)R[(1⊗ a)−1] ∩R
= trR(1)(ωR(1))R.

Thus, trR(1)(ωR(1))R is a radical ideal since R is CTR.
Since R(1) → R, x 7→ x⊗1 is a faithfully flat homomorphism, we see that

trR(1)(ωR(1)) = trR(1)(ωR(1))R∩R(1) and therefore trR(1)(ωR(1)) is a radical ideal
of R(1).

Next, we prove (2). Since trR(ωR) = trR(1)(ωR(1))R ∩ trR(2)(ωR(2))R, it is
enough to show that R/trR(i)(ωR(i))R is a reduced ring for i = 1, 2. However,

R/trR(i)(ωR(i))R = R(i)/trR(i)(ωR(i))⊗R(3−i)

and the right hand side is assumed to be reduced, we see the result.

Remark 3.10. In the situation of Proposition 3.9 (1), if R(2) is reduced,

then for any p ∈ Ass(R(2)), R
(2)
p is a field and therefore Gorenstein. Thus

trR(2)(ωR(2)) ̸⊂ p. Since p is an arbitrary associated prime of R(2), we see
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that trR(2)(ωR(2)) contains an R(2)-regular element. On the other hand, if the
assumption of Proposition 3.9 (2) is satisfied, then R(1) and R(2) are reduced
CTR rings. Conversely, if R(1) and R(2) are reduced CTR and K is a perfect
field, then R(i)/trR(i)(ωR(i)) ⊗K R

(3−i) is reduced for i = 1, 2 by Lemma 3.12
below.

By the above remark, we see the following.

Corollary 3.11. Let K be a field and let R(1) and R(2) be reduced N-graded
K-algebras. Then the followings hold.

(1) If R(1) ⊗R(2) is CTR, then both R(1) and R(2) are CTR.

(2) If K is a perfect field and R(1) and R(2) are CTR, then R(1) ⊗ R(2) is
CTR.

Next we consider the behavior of CTR property under the Segre product.
First, we state the following fact which is a direct consequence of [Mat,
Theorem 26.3].

Lemma 3.12. Let K be a perfect field and let R(1) and R(2) be reduced K-
algebras. Then R(1) ⊗K R

(2) is a reduced ring.

Next we state the following.

Lemma 3.13. Let K be a perfect field and let R(1), . . . , R(n) be N-graded
reduced K-algebras and Ii a graded radical ideal of R(i) for 1 ≤ i ≤ n. Then
I1# · · ·#In is a radical ideal of R(1)# · · ·#R(n).

Proof. Since R(1)#R(2)is a subring of R(1) ⊗K R
(2), we see that R(1)#R(2) is

a reduced ring by the previous lemma. Therefore, by induction on n, it is
enough to prove the case where n = 2.

Since
0 → I1 → R(1) → R(1)/I1 → 0

is exact, we see that

0 → I1#R
(2) → R(1)#R(2) → (R(1)/I1)#R

(2) → 0

is exact. Since (R(1)/I1)#R
(2) is a subring of (R(1)/I1)⊗R2 and (R(1)/I1)⊗R2

is reduced by Lemma 3.12, we see that (R(1)/I1)#R
(2) is a reduced ring.

Therefore, I1#R
(2) is a radical ideal of R(1)#R(2). We see by the same way

that R(1)#I2 is a radical ideal of R(1)#R(2).
Since I1#I2 = (I1#R

(2))∩ (R(1)#I2), we see that I1#I2 is a radical ideal
of R(1)#R(2).

11



Next we note a basic fact about non-zero-divizor and Segre product.

Lemma 3.14. Let K be a field, R(1) and R(2) N-graded K-algebras, d a
positive integer and xi ∈ R

(i)
d a non-zero-divizor of R(i) for i = 1, 2. Then

x1#x2 is a non-zero-divizor of R(1)#R(2).

Proof. It is enough to show that for any non-zero homogeneous element α ∈
R(1)#R(2), it holds that (x1#x2)α ̸= 0.

Set degα = d′, α =
∑ℓ

i=1 zi#wi, zi ∈ R
(1)
d′ , wi ∈ R

(2)
d′ z1, . . . , zℓ are

linearly independent over K and wi ̸= 0 for 1 ≤ i ≤ ℓ. Then ℓ ≥ 1 since
α ̸= 0. Further, (x1#x2)α =

∑ℓ
i=1 x1zi#x2wi, x1z1, . . . , x1zℓ are linearly

independent over K and x2wi ̸= 0 for 1 ≤ i ≤ ℓ. Therefore, (x1#x2)α ̸=
0.

Now we show the following.

Proposition 3.15. Let K be a perfect field and let R(1), R(2), . . . , R(n)

be standard graded K-algebras. Suppose that R(i) is a reduced CTR ring,
dimR(i) ≥ 2, a(R(i)) < 0, R(i) contains a linear R(i)-regular element and R(i)

is level and anticanonical level for any i. Set ai = a(R(i)) and bi = min{m :
(ω−1

R(i))m ̸= 0} for 1 ≤ i ≤ n. Suppose also that ai ≥ a1 and bi ≤ b1 for 2 ≤
i ≤ n. Then the Segre product R = R(1)# · · ·#R(n) is also a reduced CTR
ring, level and anticanonical level, a(R) = a1, min{m : (ω−1

R )m ̸= 0} = b1
and R contains a linear R-regular element.

Proof. By induction on n, it is enough to prove the case where n = 2, since
by [GW, Theorem 4.2.3], dim(R(1)#R(2)) ≥ 2. By [GW, Theorem 4.2.3],
R(1)#R(2) is Cohen-Macaulay and by [GW, Theorem 4.3.1] and [HMP, The-
orem 2.4], we see that ωR = ωR(1)#ωR(2) and ω−1

R = ω−1
R(1)#ω

−1
R(2) . Note the

assumption of [HMP, Theorem 2.4] that K is an infinite field is used only for
the existence of linear non-zero-divizor.

Since ωR(1) is generated by (ωR(1))−a1 , ωR(2) is generated by (ωR(2))−a2 and

−a2 ≤ −a1, we see that ωR is generated by (ωR(1))−a1⊗(ωR(2))−a2R
(2)
a2−a1 . Sim-

ilarly, we see that ω−1
R is generated by (ω−1

R(1))b1 ⊗ (ω−1
R(2))b2R

(2)
b1−b2 . Therefore,

trR(ωR) is generated by (ωR(1))−a1(ω
−1
R(1))b1 ⊗ (ωR(2))−a2(ω

−1
R(2))b2R

(2)
a2−a1+b1−b2 .

Since b1 − a1 ≥ b2 − a2, we see that

trR(ωR) = trR(1)(ωR(1))#trR(2)(ωR(2))≥b1−a1
= trR(1)(ωR(1))#trR(2)(ωR(2)).

Therefore, by Lemma 3.13, we see that trR(ωR) is a radical ideal, by Lemma
3.14, we see that there is a linear R-regular element and by Lemma 3.12, we

12



see that R(1)⊗R(2) is a reduced ring and therefore R, a subring of R(1)⊗R(2),
is also a reduced ring. Further, since ωR = ωR(1)#ωR(2) is generated in degree
−a1 and ω−1

R(1)#ω
−1
R(2) is generated in degree b1, we see that R is level and

anticanoncal level, a(R) = a1 and min{m : (ω−1
R )m ̸= 0} = b1.

In general, the converse of this proposition does not hold. See Example 3.16.
As a special case of Proposition 3.15, if R(2), . . . , R(n) are Gorenstein and

a1 ≤ a(R(i)) ≤ b1 for 2 ≤ i ≤ n, then R(1)#R(2)# · · ·#R(n) is a CTR ring.
Note that in this case, we do not need to assume that R(1) is a reduced ring,
since trR(ωR) = trR(1)(ωR(1))#R(2) in the equation above.

We state an example of a pair of graded rings one of it is not CTR, but
their Segre product is. First we recall the definition of order polytopes. Let
P be a poset. The convex polytope

conv

{
f ∈ RP :

0 ≤ f(x) ≤ 1 for any x ∈ P , x ≤ y ⇒
f(x) ≥ f(y)

}
is called the order polytope of P and denoted by O(P ). See [Sta2]. Note
that we reverse the inequality of f(x) and f(y) above from [Sta2] in order to
make the Ehrhart ring of O(P ) over a field K is identical with the Hibi ring
RK[I (P )] defined by Hibi [Hib], where I (P ) is the set of poset ideals of P .

For n ∈ Z, we set

T (n)(P ) :=

ν ∈ ZP−
:
ν(x) ≥ n for any maximal element x
of P and if x <· y in P−, then ν(x) ≥
ν(y) + n

 ,

where x <· y means that y covers x, i.e. x < y and there is no z ∈ P− with
x < z < y. Then by [Miy1, Theorem 2.9], it holds that

ω
(n)
EK[O(P )] =

⊕
ν∈T (n)(P )

KT ν

for any n ∈ Z.
Example 3.16. Let K be a perfect field and let P1, P2 and P3 be posets
with the following Hasse diagrams.

P1 =

a1

a2

a3

a4

a5

b1

b2

c1

c2

P2 = P3 =

13



Then EK[O(P1)] is CTR. In fact, let T ν be an arbitrary monomial in√
tr(ωEK[O(P1)]), where ν ∈ T (0)(P1). Then by [MP, Theorem 4.5], we see that

ν(a1) < ν(a3) < ν(a5). Set I1 = {bi : ν(bi) > ν(a1)}, I2 = {ci : ν(ci) > ν(a3)}
and define ζ and η ∈ ZP−

by

ζ(x) =


−i, x = ai,
−i− 1 + χI1(x), x = bi,
−i− 3 + χI2(x), x = ci,
−6, x = −∞

and η = ν − ζ. Then it is verified by hand calculation that ζ ∈ T (−1)(P1)
and η ∈ T (1)(P1). Since ν = η + ζ, we see that T ν ∈ tr(ωEK[O(P1)]). Thus, we
see that EK[O(P1)] is a CTR ring. Further, we see by [Miy1, Theorems 3.11
and 3.12] that EK[O(P1)] is level and anticanonical level, a(EK[O(P1)]) = −8

and min{m : (ω
(−1)
EK[O(P1)]

)m ̸= 0} = −6.

Since EK[O(P2)] and EK[O(P3)] are isomorphic to polynomial rings with 6
and 8 variables respectively, we see that EK[O(P2)] and EK[O(P3)] are Goren-
stein rings with a(EK[O(P2)]) = −6 and a(EK[O(P3)]) = −8. Therefore, we
see by Proposition 3.15 that

EK[O(P1)]#EK[O(P2)]#EK[O(P3)] = EK[O(P1 ∪ P2 ∪ P3)]

is a CTR ring. However, by [HMP, Theorem 2.7], the trace of the canonical
module of EK[O(P2)]#EK[O(P3)] is the square of the irrelevant maximal ideal
of EK[O(P2)]#EK[O(P3)]. Therefore, EK[O(P2)]#EK[O(P3)] is not CTR.

4 CTR property of Schubert cycles

In this section and next, we state criteria of CTR property of certain classes
of rings which motivated us to define CTR property. First in this section,
we study Schubert cycles.

Before going into the details, we first establish notation and recall basic
facts. Let K be a field. For the terms concerning algebras with straightening
law (ASL for short) we consult [BV]. In particular, if R is a graded ASL
on a poset Π over K, Ω a poset ideal of Π and I = ΩR, we say that Ω or
I is straightening closed if for any incomparable elements υ, ξ ∈ Ω, every
standard monomial µi appearing in the standard representation

υξ =
∑
i

ciµi, ci ∈ K \ {0}

has at least 2 factors in Ω. By [DEP, Proposition 1], we see the following.
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Lemma 4.1. Let R be a graded ASL over K on a poset Π, Ω a straightening
closed poset ideal of Π and I = ΩR. Then for any positive integer n, In is an
ideal of R generated by {ξ1 · · · ξn : ξi ∈ Ω for 1 ≤ i ≤ n, ξ1 ≤ · · · ≤ ξn}. Also,
In is a K-vector subspace of R with basis {ξ1 · · · ξℓ : ξi ∈ Π for 1 ≤ i ≤ ℓ,
ξ1 ≤ · · · ≤ ξℓ, ℓ ≥ n, ξ1, . . . , ξn ∈ Ω}.

Since Ω is a poset ideal, ξn ∈ Ω implies ξ1, . . . , ξn ∈ Ω. However, we
expressed the above lemma by the above form for convenience of later use.

For integers m and n with 1 ≤ m ≤ n we set Γ(m× n) := {[a1, . . . , am] :
ai ∈ Z for 1 ≤ i ≤ m, 1 ≤ a1 < · · · < am ≤ n} and define the order on
Γ(m× n) by

[a1, . . . , am] ≤ [b1, . . . , bm]
def⇐⇒ ai ≤ bi for 1 ≤ i ≤ m.

Then Γ(m× n) is a distributive lattice whose join, denoted by ⊔, and meet,
denoted by ⊓, are

[a1, . . . , am] ⊔ [b1, . . . , bm] = [max{a1, b1}, . . . ,max{am, bm}]
and

[a1, . . . , am] ⊓ [b1, . . . , bm] = [min{a1, b1}, . . . ,min{am, bm}].

Further, for γ ∈ Γ(m × n), we set Γ(m × n; γ) := {δ ∈ Γ(m × n) : δ ≥ γ}.
Then Γ(m× n; γ) is a sublattice of Γ(m× n).

For an m× n matrix M and γ = [a1, . . . , am] ∈ Γ(m× n), we denote by
γM or [a1, . . . , am]M the m-minor of M consisting of columns a1, . . . , am.

Let m and n be integers with 1 ≤ m < n, V an n-dimensional K-vector
space and X = (Xij) an m × n matrix of indeterminates. It is known that
K-subalgebra G(X) of the polynomial ring K[Xij : 1 ≤ i ≤ m, 1 ≤ j ≤ n]
generated by the maximal minors of X is the homogeneous coordinate ring
of the Grassmannian of the m-dimensional subspaces Grm(V ) of V . Further
G(X) is an ASL on Γ(m× n) over K by the identification Γ(m× n) ∋ γ ↔
γX ∈ G(X). See [BV, §4] for details.

We introduce the column degree, denoted by cdegj by setting

cdegjXkℓ =

{
1 ℓ = j,
0 ℓ ̸= j

for 1 ≤ j ≤ n. Further, we define grading of G(X) by deg γ = 1 for any
γ ∈ Γ(m × n). Note that deg a = (1/m)

∑n
j=1 cdegja for any homogeneous

element a ∈ G(X) in the Nn-grading defined by column degree. Note also
for any incomparable elements υ, ξ ∈ Γ(m× n) the standard representation
of υξ is of the following form.

υξ =
∑
i

ciγiδi, ci ∈ K \ {0}, γi ≤ δi
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cdegjυ + cdegjξ = cdegjγi + cdegjδi

for 1 ≤ j ≤ n and for any i. See [BV, §4] for details.
Now let 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V be a complete flag of V . For

integers b1, . . . , bm with 1 ≤ b1 < · · · < bm ≤ n, set Ω(b1, . . . , bm) := {W ∈
Grm(V ) : dim(W ∩ Vbi) ≥ i for 1 ≤ i ≤ m}. This is a subvariety of Grm(V )
called the Schubert subvariety of Grm(V ). Set ai := n − bm−i+1 + 1 for
1 ≤ i ≤ m and γ := [a1, . . . , am]. Then the homogeneous coordinate ring
of Ω(b1, . . . , bm) is G(X)/(δ ∈ Γ(m × n) : δ ̸≥ γ) and called the Schubert
cycle. By [DEP, Proposition 1.2], G(X)/(δ ∈ Γ(m×n) : δ ̸≥ γ) is an ASL on
Γ(m×n)\{δ ∈ Γ(m×n) : δ ̸≥ γ} = Γ(m×n; γ). Therefore the homogeneous
coordinate ring of Ω(b1, . . . , bm) is an ASL over K on Γ(m×n; γ). We denote
this ring by G(X; γ). See [BV, §1.D] for details. Further G(X; γ) is a normal
domain by [BV, Theorem 6.3].

Now we fix γ = [a1, . . . , am] ∈ Γ(m × n) and consider the canonical
class of G(X; γ). If γ = [n − m + 1, . . . , n], then G(X; γ) is isomorphic
to a polynomial ring with 1 variable over K. Therefore, we assume that
γ ̸= [n−m+1, . . . , n] in the following. We first decompose γ into blocks and
gaps as in [BV, §6]: [a1, . . . , am] = [β0, β1, . . . , βt+1], β0 = a1, a2, . . . , ak(1),
β1 = ak(1)+1, ak(1)+2, . . . , ak(2), . . . , βt = ak(t)+1, ak(t)+2, . . . , ak(t+1), βt+1 =
ak(t+1)+1, ak(t+1)+2, . . . , n. aj+1 − aj = 1 if k(i) < j < k(i + 1) for some i
with 0 ≤ i ≤ t + 1, where k(0) := 0, ak(i)+1 − ak(i) ≥ 2 for 1 ≤ i ≤ t + 1,
where am+1 := n + 1. Note that βt+1 may be an empty block: βt+1 = ∅ if
and only if am < n. This part is different from [BV] but this makes the case
dividing simpler. We also define symbols of gaps between blocks by setting
χi := {j ∈ Z : ak(i+1) < j < ak(i+1)+1} for 0 ≤ i ≤ t.

Next, we set ζi := [β0, β1, . . . , βi−1, ak(i)+1, ak(i)+2, . . . , ak(i+1)−1, ak(i+1) +
1, βi+1, . . . , βt+1], Ωi := {δ ∈ Γ(m × n; γ) : δ ̸≥ ζi} (= Γ(m × n; γ) \ Γ(m ×
n; ζi)) and J(x; ζi) := ΩiG(X; γ) for 0 ≤ i ≤ t. Then G(X; γ)/J(x; ζi) ∼=
G(X; ζi) is an integral domain with dim(G(X; γ)/J(x; ζi)) = dimG(X; γ)−1.
In particular, J(x; ζi) is a height 1 prime ideal of G(X; γ) for 0 ≤ i ≤ t.
Further, γG(X; γ) =

⋂t
i=0 J(x; ζi). See [BV, §§5 and 6]. Note that Ωi =

{[b1, . . . , bm] ∈ Γ(m× n; γ) : bk(i+1) = ak(i+1)} for 0 ≤ i ≤ t.
Set

κi :=
i∑

j=0

|βj|+
t∑
j=i

|χj|

for 0 ≤ i ≤ t, κ := max{κi : 0 ≤ i ≤ t} and κ′ := min{κi : 0 ≤ i ≤ t}. Then
by [BV, Theorem 8.12 and Corollary 8.13], we see the following.
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Fact 4.2. The class
t∑
i=0

κicl(J(x; ζi))

in the divisor class group Cl(G(X; γ)) is the canonical class of G(X; γ) and
G(X; γ) is Gorenstein if and only if κ− κ′ = 0.

Now we state the characterization of CTR property of G(X; γ).

Theorem 4.3. With the above notation, G(X; γ) is CTR if and only if
κ− κ′ ≤ 1.

Proof. By Fact 4.2, G(X; γ) is Gorenstein if and only if κ−κ′ = 0. Therefore,
we may assume that κ− κ′ ≥ 1.

Set Ji = J(x; ζi) for 0 ≤ i ≤ t. Then by [BV, Corollary 9.18], we see that

J
(ℓ)
i = J ℓi for any positive integer ℓ and 0 ≤ i ≤ t. Set also a =

⋂t
i=0 J

κi
i .

Then by Fact 4.2, we see that a is a canonical module of G(X; γ) up to shift
of degree and tr(a) = aa(−1) is the trace of the graded canonical module
of G(X; γ). (In fact, a is the graded canonical module of G(X; γ) by [FM,
Proposition 3.7], but we do not use this fact.)

First we consider the case where κ− κ′ = 1. Set

I1 = {i : 0 ≤ i ≤ t, κi = κ} and

I2 = {i : 0 ≤ i ≤ t, κi = κ′}.

Then I1 ∪ I2 = {0, 1, . . . , t}. Since a =
⋂t
i=0 J

κi
i and Ωi is straightening

closed for any i by [BV, Lemma 9.1], a is generated by {ξ1 · · · ξℓ : ℓ ≥ κ,
ξ1, . . . , ξℓ ∈ Γ(m × n; γ), ξ1 ≤ · · · ≤ ξℓ, ξ1, . . . , ξκ ∈ Ωi for i ∈ I1 and
ξ1, . . . , ξκ−1 ∈ Ωi for i ∈ I2} as a K-vector subspace of G(X; γ) by Lemma
4.1. Since

⋂t
i=0Ωi = {γ}, we see that a = γκ−1(

⋂
i∈I1 Ji). Note that

⋂
i∈I1 Ji

is an ideal of G(X; γ) generated by
⋂
i∈I1 Ωi.

On the other hand, since a(−1) =
⋂t
i=0 J

(−κi)
i and γG(X; γ) =

⋂t
i=0 Ji, we

see that γκa(−1) =
⋂t
i=0 J

(κ−κi)
i =

⋂
i∈I2 Ji. Therefore, γκa(−1) is generated

by
⋂
i∈I2 Ωi as an ideal of G(X; γ). Therefore,

γκtr(a) = a(γκa(−1)) = (γκ−1(
⋂
i∈I1

Ji))(
⋂
i∈I2

Ji)

and we see that
γtr(a) = (

⋂
i∈I1

Ji)(
⋂
i∈I2

Ji).

Thus, γtr(a) is generated by {ξξ′ : ξ ∈
⋂
i∈I1 Ωi, ξ

′ ∈
⋂
i∈I2 Ωi}.
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Consider the standard representation of ξξ′ for arbitrary ξ ∈
⋂
i∈I1 Ωi and

ξ′ ∈
⋂
i∈I2 Ωi. First note that ξ ⊓ ξ′ ∈

⋂t
i=0Ωi = {γ} since Ωi is a poset ideal

for any i. Thus, ξ ⊓ ξ′ = γ. Suppose that

ξξ′ =
∑
ℓ

cℓαℓβℓ

is the standard representation of ξξ′ in G(X; γ). Then, since ξ ⊓ ξ′ = γ ≤
αℓ ≤ ξ, ξ′, αℓ = γ for any ℓ. Moreover, since

cdegjγ + cdegjβℓ = cdegjξ + cdegjξ
′ = cdegjξ ⊓ ξ′ + cdegjξ ⊔ ξ′

for any j, we see that βℓ = ξ ⊔ ξ′ for any ℓ. Therefore, the standard repre-
sentation of ξξ′ is of the following form.

ξξ′ = cγ(ξ ⊔ ξ′), c ∈ K, c ̸= 0.

(In fact, c = 1, but we do not use this fact.)
Now consider ξ ⊔ ξ′. Set k(0) = 0 and

σi := [β0, . . . , βi−2, ak(i−1)+1, . . . , ak(i)−1, ak(i)+1, . . . , ak(i+1), ak(i+1)+1, βi+1, . . . , βt+1]

for 1 ≤ i ≤ t as in [BV, (6.8)],

Θi := Γ(m× n; γ) \ Γ(m× n; σi)

and J(x;σi) = ΘiG(X; γ) for 1 ≤ i ≤ t. Then G(X; γ)/J(x; σi) ∼= G(X;σi)
is an integral domain and therefore J(x;σi) is a prime ideal of G(X; γ) for
1 ≤ i ≤ t. Note that

Θi = {[b1, . . . , bm] ∈ Γ(m× n; γ) : bk(i) < ak(i)+1}

for 1 ≤ i ≤ t. Further, it is easily verified that ζi−1, ζi ≤ σi and therefore
Ωi−1, Ωi ⊂ Θi for 1 ≤ i ≤ t.

Set

I ′ := {i : i ∈ I1, i− 1 ∈ I2} and I ′′ := {i : i ∈ I2, i− 1 ∈ I1}.

Since ξ ∈
⋂
i∈I1 Ωi and ξ′ ∈

⋂
i∈I2 Ωi, we see that ξ ∈

⋂
i∈I′∪I′′ Θi and ξ′ ∈⋂

i∈I′∪I′′ Θi. On the other hand, since

Θi = {[b1, . . . , bm] ∈ Γ(m× n; γ) : bk(i) < ak(i)+1},

we see that ξ ⊔ ξ′ ∈
⋂
i∈I′∪I′′ Θi. Thus, ξ ⊔ ξ′ ∈

⋂
i∈I′∪I′′ J(x;σi). Since ξ

(resp. ξ′) is an arbitrary element of
⋂
i∈I1 Ωi (resp.

⋂
i∈I2 Ωi), we see that

γtr(a) ⊂ γ(
⋂

i∈I′∪I′′
J(x;σi)).
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Thus, tr(a) ⊂
⋂
i∈I′∪I′′ J(x;σi).

Now consider the reverse inclusion. It is enough to show that for any
β ∈

⋂
i∈I′∪I′′ Θi, it holds that γβ ∈ γtr(a). Set β = [b1, . . . , bm]. Set also

k(0) = 0,

H1 = {j ∈ Z : ∃i ∈ I1; k(i) < j ≤ k(i+ 1)},
H2 = {j ∈ Z : ∃i ∈ I2; k(i) < j ≤ k(i+ 1)}, and
H3 = {k(t+ 1) + 1, . . . ,m}.

Note that H3 = ∅ if and only if am < n and aj = bj for j ∈ H3. We define
integers c1, . . . , cm and c′1, . . . , c

′
m by

cj =

{
aj, if j ∈ H1 ∪H3,
bj, if j ∈ H2,

c′j =

{
aj, if j ∈ H2 ∪H3,
bj, if j ∈ H1.

Here we show the following key fact.

Claim 4.3.1. It holds that c1 < · · · < cm and c′1 < · · · < c′m.

We prove the claim c1 < · · · < cm. Claim c′1 < · · · < c′m is proved
similarly.

If j, j + 1 ∈ H1 ∪ H3, then cj = aj < aj+1 = cj+1 and if j, j + 1 ∈ H2,
then cj = bj < bj+1 = cj+1. Assume that j ∈ H1 ∪H3 and j + 1 ∈ H2. Then
cj = aj < aj+1 ≤ bj+1 = cj+1. Finally, assume that j ∈ H2 and j + 1 ∈
H1 ∪H3. Then j = k(i+1) for some i ∈ I2. If i = t, then j +1 ∈ H3 and we
see that cj = bj < bj+1 = cj+1. If i < t, then i ∈ I2 and i+1 ∈ I1. Therefore,
i + 1 ∈ I ′. Since β ∈ Θi+1, we see that cj = bk(i+1) < ak(i+1)+1 = cj+1 and
the claim is proved.

By Claim 4.3.1, we see that [c1, . . . , cm], [c
′
1, . . . , c

′
m] ∈ Γ(m × n). Set

ξ := [c1, . . . , cm] and ξ′ := [c′1, . . . , c
′
m]. Then, since ξ, ξ′ ≥ γ, we see that

ξ, ξ′ ∈ Γ(m × n; γ). Moreover, since ck(i+1) = ak(i+1) for i ∈ I1 (resp.
c′k(i+1) = ak(i+1) for i ∈ I2), we see that ξ ∈

⋂
i∈I1 Ωi (resp. ξ

′ ∈
⋂
i∈I2 Ωi).

Since ξ ⊓ ξ′ = γ and ξ ⊔ ξ′ = β, we see that the standard representation of
ξξ′ is the following form.

ξξ′ = cγβ, c ∈ K, c ̸= 0.

Since ξ ∈
⋂
i∈I1 Ji and ξ

′ ∈
⋂
i∈I2 Ji, we see that

γβ = c−1ξξ′ ∈ (
⋂
i∈I1

Ji)(
⋂
i∈I2

Ji) = γtr(a).

This is what we wanted to show and we see that tr(a) =
⋂
i∈I′∪I′′ J(x;σi).

Since J(x; σi) is a prime ideal for any i, we see that tr(a) is a radical ideal.
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Next consider the case where κ − κ′ ≥ 2. Since a =
⋂t
i=0 J

κi
i , we

see that a is generated by {ξ1 · · · ξκ : ξ1, . . . , ξκi ∈ Ωi for 0 ≤ i ≤ t}.
On the other hand, since γκa(−1) =

⋂t
i=0 J

κ−κi
i , γκa(−1) is generated by

{ξ1 · · · ξκ−κ′ : ξ1, . . . , ξκ−κi ∈ Ωi for 0 ≤ i ≤ t}. Therefore γκtr(a) =
a(γκa(−1)) = (

⋂t
i=0 J

κi
i )(

⋂t
i=0 J

κ−κi
i ) is generated by homogeneous elements

of degree 2κ−κ′. Thus tr(a) is generated by homogeneous elements of degree
κ− κ′. In particular, γ ̸∈ tr(a), since κ− κ′ ≥ 2.

On the other hand, by the above description, we see that γκ ∈
⋂t
i=0 J

κi
i

and γκ−κ
′ ∈

⋂t
i=0 J

κ−κ′
i . Thus, we see that γ2κ−κ

′ ∈ (
⋂t
i=0 J

κi
i )(

⋂t
i=0 J

κ−κi
i ) =

γκtr(a), and therefore γκ−κ
′ ∈ tr(a). Thus, we see that tr(a) is not a radical

ideal.

Remark 4.4. Ficarra et al. [FHST, Theorem 1.1] showed that if K is a field,
m and n are integers with 2 ≤ m ≤ n, X = (Xij) is an m × n matrix of
indeterminates and t is an integer with 2 ≤ t ≤ m then

trR(ωR) = It−1(X)n−mR,

where R = K[Xij : 1 ≤ i ≤ m, 1 ≤ j ≤ n]/It(X). Since It−1(X)R is a prime
ideal of R, we see that R is CTR if and only if n −m ≤ 1. While by [BV,
Corollary 8.9] R is Gorenstein if and only if n−m = 0.

5 CTR property of the Ehrhart rings of the

stable set polytopes of cycle graphs

In this section, we establish a criterion of the CTR propety of the Ehrhart
ring of the stable set polytope of a cycle graph. For basic terminology and
facts of graph theory, we consult [Die].

Let G = (V,E) be a graph. A stable set S of G is a subset of V with
no pair of elements in S are adjacent. ∅ and {v} for any v ∈ V are trivially
stable. We define the stable set polytope, denoted by STAB(G) of G by

STAB(G) := conv{χS ∈ RV : S is a stable set of G}.

Next we state the following.

Definition 5.1. Let X be a finite set and ξ ∈ RX . For B ⊂ X, we set
ξ+(B) :=

∑
b∈B ξ(b).

We call a graph G a cycle graph if G consists of one cycle only, i.e.
V = {v0, v1, . . . , vn−1}, E = {{vi, vj} : i − j ≡ 1 (mod n)} for some n with
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n ≥ 3. A graph G = (V,E) is called a t-perfect graph if

STAB(G) =

f ∈ RV :
0 ≤ f(v) ≤ 1 for any v ∈ V , f+(e) ≤ 1

for any e ∈ E and f+(C) ≤ |C|−1
2

for
any odd cycle C without chord

 .

It is known that a cycle graph is t-perfect. See [Mah].
Let G = (V,E) be a t-perfect graph. For n ∈ Z, set

tU (n) :=

µ ∈ ZV −
:

µ(v) ≥ n for any v ∈ V , µ+(K) + n ≤
µ(−∞) for any maximal clique K in G

and µ+(C) + n ≤ |C|−1
2
µ(−∞) for any

odd cycle C without chord and length
at least 5

 .

Since G is t-perfect, there are no cliques with size greater than 3, we see by
[Miy3, Remark 3.10] that

ω
(n)
EK[STAB(G)] =

⊕
µ∈tU(n)

KT µ

for any n ∈ Z.
Let G = (V,E) be a cycle graph. If the length of the cycle is even, then G

is a bipartite graph and therefore is a perfect graph whose maximal cliques
have size 2. Thus, by [OH, Theorem 2.1 (b)], we see that EK[STAB(G)] is
a Gorenstein ring. Further, if the length n of the cycle is odd, then by [HT,
Theorem 1], EK[STAB(G)] is Gorenstein if and only if n ≤ 5.

Therefore, we assume in the following of this section that G = (V,E) is a
cycle graph of odd length n with n ≥ 7. Set n = 2ℓ+1, V = {v0, v1, . . . , v2ℓ}
and we consider indices modulo 2ℓ+1, E = {{vi, vj} : i−j ≡ 1 (mod 2ℓ+1)},
ei = {vi, vi+1} for 0 ≤ i ≤ 2ℓ. Further, we denote by ω the canonical ideal of
EK[STAB(G)].

Set
pi :=

⊕
µ∈tU(0),

µ(vi)>0 or µ+(V )<ℓµ(−∞)

KT µ

for 0 ≤ i ≤ 2ℓ. Then pi is a prime ideal of EK[STAB(G)] and

√
tr(ω) =

2ℓ⋂
i=0

pi

by [Miy4, Theorem 3.1].
Now we state the following criterion of CTR property of EK[STAB(G)].
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Theorem 5.2. Let G = (V,E) be a cycle graph of odd length n. Then
EK[STAB(G)] is a CTR ring if and only if n ≤ 7.

Proof. Set n = 2ℓ+1 as above. First we prove the “if” part. Suppose ℓ = 3,
µ ∈ tU (0) and T µ ∈

⋂2ℓ
i=0 pi. Then by the proof of [Miy4, Lemmas 3.4 and

3.5], we see that T µ ∈ tr(ω). Therefore, we see that
⋂2ℓ
i=0 pi ⊂ tr(ω). Since√

tr(ω) =
⋂2ℓ
i=0 pi, we see that√

tr(ω) = tr(ω)

and EK[STAB(G)] is a CTR ring.
Next we prove the contraposition of “only if” part. Suppose that ℓ ≥ 4

and define µ ∈ ZV −
by

µ(x) =

{
1 if x ∈ {v2, v4, . . . , v2ℓ−2,−∞},
0 otherwise.

Then, µ ∈ tU (0) and µ+(V ) = ℓ − 1 < ℓ = ℓµ(−∞). Therefore, we see that
T µ ∈

⋂2ℓ
i=0 pi =

√
tr(ω). We assume that µ can be expressed as a sum of

elements in tU (1) and tU (−1) and deduce a contradiction.
Suppose µ = η + ζ, η ∈ tU (1) and ζ ∈ tU (−1). Since η(x) ≥ 1 for any

x ∈ V and η+(V ) + 1 ≤ ℓη(−∞), we see that

η(−∞) ≥
⌈
2ℓ+ 2

ℓ

⌉
= 3.

Similarly, since ζ(x) ≥ −1 for any x ∈ V and ζ+(V ) − 1 ≤ ℓζ(−∞), we see
that

ζ(−∞) ≥
⌈
−2ℓ− 2

ℓ

⌉
= −2.

On the other hand, since η(−∞) + ζ(−∞) = µ(−∞) = 1, we see that

η(−∞) = 3 and ζ(−∞) = −2.

Moreover, since η(vi) + η(vi+1) + 1 = η+(ei) + 1 ≤ η(−∞) = 3 and η(vj) ≥ 1
for any i and j, we see that η(vj) = 1 for any j. Thus,

ζ(x) =


0 if x ∈ {v2, v4, · · · , v2ℓ−2},
−2 if x = −∞,
−1 otherwise.

Therefore, ζ+(V ) = −ℓ− 2 and we see that

ζ+(V )− 1 = −ℓ− 3 > −2ℓ = ℓζ(−∞),

since ℓ ≥ 4. This contradicts to the assumption that ζ ∈ tU (−1). Therefore,
we see that T µ ̸∈ tr(ω) and tr(ω) is not a radical ideal.
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6 A necessary condition for the Ehrhart ring

of the stable set polytope of a perfect graph

to be CTR

In this section, we state a necessary condition of an Ehrhart ring of the stable
set polytope of a perfect graph to be CTR, which shows that CTR property
is close to Gorenstein property. Let G = (V,E) be a perfect graph and set
k = max{|K| : K is a maximal clique of G} and k′ = min{|K| : K is a
maximal clique of G}.

By Chvátal [Chv, Theorem 3.1], we see that

STAB(G) =

{
f ∈ RV :

f(x) ≥ 0 for any x ∈ V and f+(K) ≤
1 for any maximal clique K of G

}
.

Further, by Ohsugi and Hibi [OH, Theorem 2.1 (b)], EK[STAB(G)] is Goren-
stein if and only if k−k′ = 0. We recall notation and basic facts from [Miy3,
Remark 3.10]. For n ∈ Z, we set

qU (n) :=

{
µ ∈ ZV −

:
µ(x) ≥ n for any x ∈ V and µ+(K) +
n ≤ µ(−∞) for any maximal clique K
of G

}
.

Then
ω(n) =

⊕
µ∈qU(n)

KT µ

for n ∈ Z, where ω is the canonical ideal of EK[STAB(G)].
Here, we state a very easily proved but very useful fact.

Lemma 6.1. If x ∈ V , η ∈ qU (1), ζ ∈ qU (−1) and (η + ζ)(x) = 0, then
η(x) = 1 and ζ(x) = −1.

Now we state the following necessary condition for EK[STAB(G)] to be a
CTR ring.

Proposition 6.2. Let G = (V,E) be a perfect graph. If EK[STAB(G)] is
CTR, then k − k′ ≤ 1.

Proof. We prove the contraposition of the proposition, so we assume that
k − k′ ≥ 2. Let µ be an element of ZV −

defined by

µ(x) =

{
0 if x ∈ V ,
1 if x = −∞.
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Then µ ∈ qU (0) and therefore T µ ∈ EK[STAB(G)]. Further, if we define η,
ζ ∈ ZV −

by

η(x) =

{
1 if x ∈ V ,
k + 1 if x = −∞,

and ζ(x) =

{
−1 if x ∈ V ,
−k′ − 1 if x = −∞,

then η ∈ qU (1), ζ ∈ qU (−1) and (k − k′)µ = η + ζ. Therefore,

(T µ)k−k
′ ∈ tr(ω).

On the other hand, if there are η′ ∈ qU (1) and ζ ′ ∈ qU (−1) with µ = η′+ζ ′,
then η′(x) = 1 and ζ ′(x) = −1 for any x ∈ V by Lemma 6.1. Therefore,
η′(−∞) ≥ k + 1 and ζ ′(−∞) ≥ −k′ − 1. Thus,

1 = µ(−∞) = η′(−∞) + ζ ′(−∞) ≥ k − k′ ≥ 2.

This is a contradiction. Therefore, T µ ̸∈ tr(ω) and we see that tr(ω) is not a
radical ideal.

As the following example shows, the condition in the above proposition
is not sufficient.

Example 6.3. Let G = (V,E) be the following graph.

y1 x1 x2 x3 y4

y2 y3

This is a comparability graph of a poset P whose Hasse diagram is

y1

x1

y2

x2

x3

y3

y4

i.e. G = (V,E), V = P , E = {{z, w} : z, w ∈ P, z < w}. In particular,
G is perfect. Further, max{|K| : K is a maximal clique in G} = 3 and
min{|K| : K is a maximal clique in G} = 2.

Define µ ∈ ZV −
by

µ(z) =


1 if z ∈ {x1, x2, x3},
0 if z ∈ {y1, y2, y3, y4},
2 if z = −∞.
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Then µ ∈ qU (0).
We first show that T µ ̸∈ tr(ω). Assume the contrary. Then there are

η ∈ qU (1) and ζ ∈ qU (−1) with µ = η + ζ. Then η(yi) = 1 and ζ(yi) = −1 for
1 ≤ i ≤ 4 by Lemma 6.1. Further,

η(−∞) + ζ(−∞) = µ(−∞) = 2,

η(xi) + ζ(xi) = µ(xi) = 1 for 1 ≤ i ≤ 3,

ζ(x1) + ζ(y1)− 1 ≤ ζ(−∞),

η(x1) + η(x2) + η(y2) + 1 ≤ η(−∞),

ζ(x2) + ζ(x3)− 1 ≤ ζ(−∞)

and

η(x3) + η(y3) + η(y4) + 1 ≤ η(−∞).

Therefore

4 = 2µ(−∞)

= 2η(−∞) + 2ζ(−∞)

≥ (ζ(x1)− 2) + (η(x1) + η(x2) + 2) + (ζ(x2) + ζ(x3)− 1) + (η(x3) + 3)

= η(x1) + η(x2) + η(x3) + ζ(x1) + ζ(x2) + ζ(x3) + 2

= µ(x1) + µ(x2) + µ(x3) + 2

= 5.

This is a contradiction. Thus, we see that T µ ̸∈ tr(ω).
Next, we show that T µ ∈

√
tr(ω). Since G is a comparability graph of P ,

STAB(G) = C (P ) by [Chv, Theorem 3.1], where C (P ) is the chain polytope
of P . See [Sta2] for the definition of the chain polytope. Therefore, by [MP,
Theorem 3.7], we see that T µ ∈

√
tr(ω). In fact, by using the idea of the

proof of [MP, Theorem 3.7], we can construct η ∈ qU (1) and ζ ∈ qU (−1) as
follows.

η(z) =


1 if z ∈ {y1, y2, y3, y4},
2 if z ∈ {x1, x2},
3 if z = x3,
6 if z = −∞,

ζ(z) =


0 if z ∈ {x1, x2},
−1 if z ∈ {x3, y1, y2, y3, y4},
−2 if z = −∞

Then η + ζ = 2µ and therefore (T µ)2 ∈ tr(ω).

25



We end with the following.

Problem 6.4. Give a criterion of the Ehrhart ring of the chain polytope of
a poset to be CTR.
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