MEAN SQUARE OF INVERSES OF DIRICHLET L-FUNCTIONS
INVOLVING CONDUCTORS

IU-IONG NG AND YUICHIRO TOMA

ABSTRACT. We deal with negative square moments of Dirichlet L-functions. Sum-
ming over characters modulo ¢, we obtain an asymptotic formula for the negative
second moment of L(1,x) involving conductors. We also show an application to the
analysis of a number theoretic algorithm.

1. INTRODUCTION

Let s = o 4 it be a complex variable. In analytic number theory, special values of
Dirichlet L-functions on the real axis have been receiving considerable attention, such
as vanishing or non-vanishing at the central point s = 1/2, and the quantities L(1, x)
for estimating the class number of cyclotomic fields. Let ¢ be a positive integer and let
x be a Dirichlet character modulo ¢q. The corresponding Dirichlet L-function is defined
to be

L(s, x) := M
n=1 n
for ¢ > 1, and can be continued analytically over the whole plane, except for the
possible pole at s = 1.
The study of the mean values of Dirichlet L-functions at s = 1 can be traced back
to Paley [21] and Selberg [22] in order to estimate the class number of the cyclotomic
field Q(&,), where &, is a primitive ¢-th root of unity. They proved in the case of ¢

being a prime number that

> LA X)P =¢(2)g+ O ((log g)?) -

X7X0

The above formula was further studied by Slavutskii [24, [25], Zhang [27], and by
Katsurada and Matsumoto [14], who proved the above asymptotic formula with an
arbitrarily small error terms. Before their result, a similar formula for ¢ = 1/2 was
proved by Heath-Brown [11]. For more general ¢, the asymptotic formulas for the 2k-th
power mean value of |L(1, x)| were proved by Zhang and Wang [30].

1.1. Negative moment. Compared with (positive) mean values, negative mean val-
ues of Dirichlet L-functions at s = 1 have not been much studied. Zhang [28] first
studied the 2k-th negative moments of Dirichlet L-functions at s = 1. Later, Zhang
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and Deng [29] also considered a similar sum. For the family of quadratic Dirichlet L-
functions, Granville and Soundararajan [9] obtained asymptotic formulae for negative
moments of L(1, x4). Furthermore, in the function field setting, negative moments of
quadratic Dirichlet L-functions at s = 1 were obtained by Lumley [17], and shifted neg-
ative moments of quadratic Dirichlet L-functions over function fields were proved by
Bui, Florea and Keating [3] and Florea [5]. In addition, Thara, Murty and Shimura [13]
and Matsumoto and Saad Eddin [18] studied the mean value of the 2k-th power of the
logarithmic derivatives of Dirichlet L-functions at s = 1.

The asymptotic relation for negative moments of the Riemann zeta-function ((s)
was considered by Gonek [§], and the following conjecture was proposed.

Conjecture 1.1 (Gonek). Let k > 0 be fized. Then

1 /7 1 1) 2k logT kQ
- S0 )| at=
r ¢<2+1ogT“> ( ; )

holds uniformly for 1 < 6 <logT, and

1 T 1 5 —2k (log T)k2 k< %7
T/ ¢ (5 + log T + it) dt < < (log £)(log T)* k=4,
0 5 (log T k>3

holds uniformly for 0 < ¢ < 1.

Gonek [§] proved lower bounds which attain the conjectural order of magnitude for
1 <06 <logT and all £ > 0, and for 0 < § < 1 for k < 1/2 assuming the Riemann
Hypothesis (RH). Bui and Florea [2] obtained upper bounds in some ranges of § under
the RH. However, for the case k > 3/2 and 0 < § < 1, the above conjecture seems
to contradict with random matrix theory computations due to Berry and Keating [1],
Fyodorov and Keating [7], and Forrester and Keating [6]. For more details, see pp.248
in [2].

1.2. Main results. In 20|, the authors proved an asymptotic formula for

L, (1.1)

X7X0

where k € N, assuming the truth of the Generalized Riemann Hypothesis (GRH). After
the submission of this paper, the authors were informed that the asymptotic formula
(1.1)) with prime ¢ can be proved under the weaker assumption of the non-existence of
Siegel zeros by using a Lamzouri’s result |15, Theorem 9.2].

In contrast, we prove the case k = 1 for arbitrary natural numbers ¢, by means of a
more standard approach.
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Theorem 1.2. Let q be a positive integer and x be a Dirichlet character modulo q.
Then we have

> i sen (1 pi) ol +0 (e (Cpie )

plg

+01-0((1=B1) " ((ogg) + (1= B)7")) (4 — )

for an absolute constant C' > 0, where By denotes the exceptional zero (defined in
Proposition , and 61 = 1 if By exists, or 61 = 0 otherwise.

From Siegel’s theorem (see |19, Corollary 11.15]) which asserts that 1—3; > C(g)q¢,
we have (1 —31)"" ((logq)? 4+ (1 — 81)~") <. ¢ by resctting e. Hence the above be-
comes

1 ¢(2) ( L >‘1
E = 1+ =] @@ +0-(¢). (1.2)
2 H 2 €
S P T 2@ AT
x(=1)=1

Remark 1.3. The difficulty in obtaining the asymptotic behavior of (|1.1)) for general
k > 1 unconditionally lies in the fact that one needs restrictions on the range of ¢ when
estimating sums of generalized divisor functions in arithmetic progressions

> di(n)

n<x
n=a mod ¢q
with (a,q) = 1. Even applying Shiu’s Brun-Titchmarsh estimate [23], if & > 2 it cannot
be shown that the off-diagonal terms in Lemma [2.5/are O((log X )%+ /1).

We also give the asymptotic formula for the negative square moment twisted by the
conductor under the assumption of the nonexistence of the exceptional zero for prime
power q.

Theorem 1.4. Let ¢ = p* be a power of a prime and x be a Dirichlet character modulo
q. Let d, be the conductor of x. Assuming that the exceptional zero does not exist,
then we have
1 2 —1)2 1
> a0 ()
(X;%mldle(l,X)\ C(4) p*+ ogp
x(—1)=

L0 (kQ(logp)Q(log k + log log p)?
p

) (p — 0)

for k =o <L>; otherwise for k > p/(logp)?, the above formula implies only the

(logp)*
upper bound estimate, i.e.,
Z 1 < k*(log p)*(log k + log log p)?
5 .
2= d LX) p

x(=1)=1
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If ¢ = p* is a power of an odd prime p, then there is exactly one quadratic char-
acter with conductor p. If ¢ = 2*, then there are at most three primitive quadratic
characters with modulus 4,8 (see [19, Section 9.3]). Also, by using the lower bounds
given by Landau [16], |L(1, x)| > 1/logd,, for non-quadratic primitive character x and
|L(1, x)| > 1/4/d, for primitive quadratic character x, and the fact

1 k
2 553
X#xo X
x(=1)=1

(see [4, Claim 3.5]), one can only deduce that

1
_ 1 40
; d |L(1, )] 2 IL(1,x)|? +ow

X : non-quadratic X
x(=1)=1

< K*(logp)*.
Hence, our Theorem implies a nontrivial upper bound even for k > @ under
the assumption of the nonexistence of the exceptional zero.

Remark 1.5. It is possible to obtain the negative square moment of L(1,y) for an
odd character x. By the same argument as in the proof of Theorem and Theorem
we can find that for any integer ¢,

) 1\
2 IL(1, y)|” 2C(4)H<1+p2> ¢(q),

X
X(—1)=—1

and for ¢ = p* with k = o ( logp)4> that

1 _6(2) (p—1)
Zx: dy|L(1,x)]>  2¢(4) p*+1 K
x(-1)=-1

2. AUXILIARY LEMMAS

In order to obtain Theorem [I.2] and Theorem [I.4], we prove auxiliary lemmas in this
section. First, we recall some well-known results from [19].

Proposition 2.1. Let ¢ > 1. There is an effectively computable positive constant cg
such that

has at most one zero 31 in the region
Co
logq([t| +1)°
Such a zero, if it exists, is real simple and corresponds to a nonprincipal real character
which we denote by x;.

Proof. See |19, Theorem 11.3]. O

c>1-—
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Proposition 2.2. Let x be a nonprincipal character modulo q and suppose that o >
co/(2logq(|t| +1)). If L(s, x) has no exceptional zero , or if By is an exceptional zero
of L(s,x) but |s — 1] > 1/logq, then

1
m < logq(|t| + 1). (2.1)

Alternatively, if By is an exceptional zero of L(s,x) and |s — 51| < 1/logq, then
[s = Bil < [L(s,x)| < [s — B (log )*. (2.2)
Proof. See |19, Theorem 11.4]. O

Lemma 2.3. Let 3, be the exceptional zero corresponding to x1. Then, the Laurent
expansion of the function 1/L(s,x1) at the point s = [,

1 - n
L(s,x1) nzzl Fals =A%
satisfies
P, =0 ((logq)™™). (2.3)

Proof. Since f; is a simple pole of 1/L(s, x1), we have

1 - n
L(s, x1) B Z Fuls ="

n=—1

For n > 0, P, is given by
1 ds

2mi Jo L(s,x1)(s — B1)"1

Here the contour C is a positively oriented circle of radius R = ¢5/ log(2¢) and centered
at b1, where ¢y < ¢/2 is sufficiently small. By using (12.2)), we get

1 [% Rdb
< < (log ¢)"*!.
= QW/O | Rei®| | Rei® "™ < (logq)

Otherwise for n = —1, we have P_; = 1/L'(f1, x1). Since

1 . s —

—— = lim ——,
L/(S7X1) 55 L(Saxl)
by using (2.2)) we obtain P_; < 1. Hence (2.3)) is also valid for the case n = —1. O
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Lemma 2.4 (Character orthogonality). Let a,b € {0,1}. For ny,ny integers coprime
to q, we have

Z x(n1)X(n2)
d b

XF#X0 X

x(=1)=(-1)°

:%Zé S e@ul+ (-1t S eud)l)

dlq l|d l|d
d>1 ni=nz (mod ) ni=—n2 (mod )

The sum on the left-hand side vanishes if (ning, q) # 1.

Proof. This lemma can be proved in a standard way similar to Lemma 1 in [26]. Let
A, q be the set of all Dirichlet characters modulo ¢ whose conductor is d, and By be the
set of all primitive Dirichlet characters with conductor d. For ni,ns integers coprime
to ¢, it can be rewritten as

me ) S S xR = 3 S xR (24)

XFX0 dlq XEAq d dlq XEBy
d>1 d>1

Let hpyny (1) 1= 32 ep, X(n1)X(n2). Since

Zhnl,w (1) = Z X(n1)x(ne) = {w(d) m = ng. (mod d),

0 otherwise
I|d x (mod d) !

Mobius inversion implies that

Z x(n1)x(n2) = Z e()pu(d/1).

XEBg I|d
ni=nz (modl)

Hence combining ([2.4)), we have

Z M) _sm LS ety

X7X0 d|q l|d
d>1 ni=n2 (mod 1)
Replacing ny with —ngy, we get the desired result. O

Lemma 2.5. Let m,n and q be positive integers. For anyl € N and X > 1, we have

5 ”<”:72‘;(”)e—”§? _ %H (1 n %)1 +o(x 1) +o0 ((logl—X)Z) .

m,n=1 plg
(mn,q)=1
m=+n (mod l)

Proof. First, we calculate the diagonal contribution:

S Ml y Mo

m 1 m<X? m>X
(ma (mq)=1 (ma)=1

><
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m2
Ifm>X %, then e=x < 1. Therefore, the second sum on the right hand side in the

m2
above can be estimated as X 2. Otherwise, by using e= % =1+ O (m?/X), we find
that the first sum on the right hand side is

mi::l MEZ;)Q +0(x ) = % g (1 + %)1 +0(x74). (2.5)

(m,q)=1

By the same manner as in [18], we can calculate the contribution which comes from
m # n and from m =n (mod [). In fact, we have

o0

mn log X)?
oyl mn )
(mmn,q)=1

m#n
m=n (mod I)

The point different from [18] is that we further treat the nondiagonal terms with
m #n and m = —n (mod [).

O P S

mn mn
m,n=1 m<n
(mn.q)=1 (mn,q)=1
m#n m=-n_(mod I)

m=—n_(mod I)

We remark that if 2’” < =, then m < \/> Hence the above is equivalent to

;W@(/ )R 3 L e

Since t — 7 > 7t for ¢ > 277”, the last term is

m mtl m?2
1 e x X T x ex [
m 2m —_ = m 2m
!
m> % m> %
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<<1
;-

By using the fact e ™/X < ¢=2m*/X for ¢ > 21 and replacing 24 = v, we have

o~ =

®
E‘x\w
N

1 mZ ey AL m_ 00 —v
P DI LN T e
l m Jem t— T l m ), v-—m2
m< % t ! m<a/ X X
= =V 2
1 e a1 e
e~ x [m t ex [ eV
< - - d
X e e
X l X
m< 5 m< 5
2
1 e x X 1 ex
Z 1 - - -
<<l Z - og(m+m>+l Z o
m<y/ % m<\/%
log X)?
< %
Therefore, we have
- mn log X)?
3 plmu(n) (ng ) @27)
m,n=1 mn
(mn,q)=1
m#n

m=—n_(mod I)
Combining (2.5)), (2.6)) and (2.7)), we obtain the desired result. O

Lemma 2.6. Let
1

Gp(s) :== —
Xz#;() deL(S’X)L(87X>
x(=1)=1
and
1 3+ioco
Sp(X) == 9 Gp(s) X5 T (s — 1)ds. (2.8)
3—1i00
Then we have
(2 ©*(
Sl ) £

dlq
d>1

H
2y~ Lyl
+0 X2Z Zg& +0 logX)Zdb i ,

dlq lld d|q lld
d>1 d>1



MEAN SQUARE OF INVERSES OF DIRICHLET L-FUNCTIONS INVOLVING CONDUCTORS 9
where *(n) denotes the number of primitive characters modulo n.

Proof. By the well-known formula e™ = 5 f;tz;o T'(s)ds, we have

Se(X)= > 15 iu(m)u(n)x(m)y(n)e,}n.

b
o NS mn
x(=1)=1
Now we apply Lemma [2.4] with a = 0, we have

& pm)un)

e OF DICUTULIED DD S

dlq lld m,n=1 n=1

d>1 (mn Q) 1

m= in Onodl)

By applying Lemma [2.5] we complete the proof. O

3. PROOF OF THEOREM

In this section, we prove Theorem We assume that ¢ is a positive integer
throughout this section. We put b = 0 in Lemma [2.6] to obtain

SO<X>:%Q( L) Tew

dlq
d>1
(3.1)
_1 (!
PO | X EE e | +0 | toaxp 3 AV
dlg ld dlg 1|d
d>1 d>1
Now we estimate the integral in ({2.8]). Put
X (s = 1)
gx(s) =

L(s, x)L(s,X)

Put A(c;) = 1 —¢1/log(q(T + 1)) with 0 < ¢; < ¢o/2 and shift the part |[t| < T
of the path of integration to the line segment o + it defined with ¢ = A(c;) and
[t| < T. Let Cr denote the closed contour that consists line segments joining the points
3—iT,3+1iT,A(c1) +iT and A(cy) — ¢T. If there is no exceptional zero, then we take
c1 = ¢o/5, where ¢q is the constant in Proposition If there is an exceptional zero
B1 satistfying 81 < 1 — c¢o/(41log(q(T + 2))), then we take ¢; = ¢¢/5 as before. While, if
there is an exceptional zero f; but 81 > 1 —¢y/(4log(q(T + 2))), we take ¢; = ¢/3. In
the last case, Cr contains a simple pole at s = 1 and a pole at s = 31 of order 2.

If the exceptional zero B; with the associated character y; exists, then putting u =
s — (1, we write

){&71::)(6Tflj£: aog‘x)nun

n!
n=0
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and

Thus, gy, (s) has

d Xs 1F(S _ 1)
R = lim —= T L(sxa)?
es(gy, (8); A1) = Egl ds {( — 5 L(s, x1)? ]
_ XA gy L {“2Xur(u+ﬁl 5 1)]
u—0 du (U‘i‘ﬁl,Xl)Q
B1—1 _
=X llg% du ZRnu
= XﬁlilRla

where

RS (Z PP) (log X)" T (8, — 1)

’I’LQ! TL3!
ni,n2,n3>0 ni1=l1+l2
n=ni+nz+ns

Here, P,,_; and P, _; are defined in Lemma . By using the fact T'(™ (51 -1) <
(1= B1)~™", we have

Res(gy, (s); B1) < X1 (1= B1) 7" (logq+log X + (1 —p1) 7). (3.2)
We apply the residue theorem to obtain

1
So(X) = ———— + Res(g,,(5); 51
(X) ; TiF PR )

1 Aer)+iT Ale1)—iT  p3—iT
+— / +/ +/ Go(s)X*'T'(s — 1)ds
2w\ Japir Aler) T Aler)—iT

+ L » Go(s)X*'T'(s — 1)ds.

271
[t|>T

By ({2.1) and the Stirling formula (see [19, Theorem C.1])

1

Do +it) = V2r(1 + [t))7 55 (1 + O(|t| ™)), (3.3)
we find from Proposition [2.2] that

s—1 o
27”/ Go(s)X* ' I'(s — 1)ds

\t|>T
< o) X? / T(2 +it)| dt
T

< o()X2(T +1)2¢ 57

Y
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1 A(er)—iT
— Go(s)X*'T'(s — 1)ds
270 J A(er) it
oA . A(cl)+iT
< pla)log(a(T + D)X [T Hn(s - 1) jas

A(cr)—iT
< p(q)(log(g(T + 1)))2)(14(@)—17

and
1 3+iT
— Go(s)X*'I'(s — 1)ds
2mi A(ey)+iT
) 3
< o(q)(log(q(T + 1)))2X*1(1 + T)*%e*TT / (1+T7)X)%do
A(er)

< p(q)(log(q(T + 1)))?

We now put 7'= g and X = exp (%(log q)Q). Then we have

[ o s < stiems (~5a (140 (259))),

\t|>T

1 A(ey)—iT | ,
i Go(s)X*'I'(s — 1)ds < M’
2mi A(er)+iT q

and

1 34T
— Go(s)X*'T'(s — 1)ds
2mi A(cy)+iT

< o(g)(log q) exp (—%q <1 O (@») '

Also from ([3.2)), we find that the contribution from the exceptional zero is

Res(gy (s); 1) < (1= 1) ((log)* + (1 = 1) 7")
Finally, from the fact n =3~ »(d), we have

X723 T o(l) < exp (—— log q) ) > d

dlq l|d dlq
d>1 d>1

2
< ¢(loglog q) exp (—C—O(log Q)2> :

(3.4)

(3.5)

(3.7)
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Here we use Gronwall’s theorem (see [10, Theorem 323]) in the last step. Similarly, we
use ¢(n) < n to obtain

(log X)*) > @ < (logg)* ) " a(q)

dlg ld dlq
d>1 d>1

< (log q)*m3(q)
1
< (log q)* exp o284
log log q

for an absolute constant C' > 0, where 7(n) =3_, ~ _ 1 denotes the k-fold divisor
function. Resetting the constant, we have

2 e(l) log g
(log X) ZZ e < exp (Cm> : (3.8)

dlg l|d
d>1

Therefore, by combining (3.1), (3.4), (3.3), (3.6), (3.7) and (3.8)), we obtain
1 ¢(2) ( 1 ) ( log g
= 1+ — ©*(d)+ O (exp | C
2. IL(1,x)[>  2¢(4) lpg P? %: (@) loglog ¢
d>1

X7FX0
x(=1)=1

+0 (6 (1 - Bi) ((Qogq)* +(1—=p1)7)).
Since ) g4 ¢*(d) = ¢(q) — 1, we find that the main term in the above is

ﬂ i B * :ﬂ i B exp (w
2C(4)g(1+p2> %w(d) 2g(4)g(1+p2> e(q) + O (exp (w(q)))

where w(n) denotes the number of distinct prime divisors of n. By using the estimate

w(q) < log‘)i‘éq (see [19, Theorem 2.10]), we complete the proof of Theorem .

4. PROOF OF THEOREM [L.4]

We assume that ¢ = p” is a prime power and that the exceptional zero does not exist
throughout this section. We put b = 1 in Lemma we obtain

500 =g I (1+5) S5

dlq
a>1
(4.1)
1 1
FO XY 23T 0l) | +0 | log XY - E:@T .
dlq lld dlq I|d
d>1 d>1

From the assumption, the function
. X 10(s = 1)
gi(s) ==

dy L(s, x)L(s,X)
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has only a simple pole at s = 1 in the closed contour Cr which was defined in the
previous section. From the residue theorem, we have

X#xo X
x(—=1)=1
1 A(Cl)+iT A(Cl)f’iT 3—iT
+— / +/ +/ G(s)X* (s — 1)ds
2w\ Jaqar A(er)iT Afer)—iT
1
— G1(s) X7 (s — 1)ds.
b [ G X (s 1)ds
[t|>T

Putting T' = ¢, X = exp (%logqlog log q), and by the same argument as in the
proof of Theorem [I.2] we find that

s—1 2 :
2m/ Gi(s)X° 7 T'(s—1)ds < Z —X/ [(2+it)|dt

\t|>T X7X0
x(=1)=1

< X%gzeTE0 Y d (4.2)
eI

1 log1
(oo )

since

1 k
>, <3
x#xo X
x(=1)=1

By the same argument as above, we have

1 AT 1 /2
— Gi1(s)X*'T'(s — 1)ds < Z (log q)? exp( logX>

2mi A(er)+iT

dy
x(Xfl})m: (4.3)
k
log g
and
i s—1 1 2X2q%ef%
/A(m):l:iTGl(S)X Hs = 1)ds < ngo dx(logq) log(gX)
x(=1)=1 (4.4)

log qlogl
< koxp (< 5q (140 (FETERED) ) ),

Since q = p* is a prime power, (4.2), (4.3 and (4.4) can be estimated by
o1
logg logp
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In order to complete the proof, we estimate the error terms in (4.1). Since ¢(n) =
n]l,, (1 —1/p), we have

1 z S+ 1 1
(logX)QZEZ# < (logqloglogq)QZjT (1 - ]—9> :
1

d>1 " 1|d j=
dlq

We now invoke the generating function for the sum of [-th powers

- n_ 1 _ T
lz:;l x ——(1_1:)”“%1”@),

where A, (z) are the Eulerian polynomials that are defined by the exponential gener-

ating function
- x" t—1
ZAn(t)H T _ etz

By using the fact A;(z) =1 and the definition of X, we have

zi: .

Hence, we have

ko
1 1 1 log1 2
(1quloglogq)gz.7 + (1 B _) < (log gloglog q)
Pl p p
k2(1 2(log k + log1 2
< F(ogp)*(loghk +loglogp)*
p
So, we obtain
2(1 log k + log1 2
(log X) Z Zso (logp)*(log k + loglog p)* (4.6)
d>1 " Uld p
dlq
Since n =}, ¢(d), the second term in (4.1) is
_1 1 3
X2 Z p ng([) = kexp <_c_ logqloglogq) . (4.7)
d>1 " 1d 0
dlq
Finally, since ¢*(p’) = p’~2(p — 1)?, the contribution of the first term is
¢(2) ( ) ZSO 2) (p—1)°
- k. (4.8)
3
%) = b o
q

Therefore, combining (4.1]), (4.5), (4.6]), (4.7)and (4.8, we obtain
2 —1)? k2(1 2(log k + log1 2
S1(X) = C()(p2 ) O( (log p)*(log +og0gp))_
2¢(4) p*+1 p
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Therefore, we complete the proof of Theorem

5. APPLICATION IN RECOVERING SHORT GENERATORS

In this section, we describe an application of our main results to cryptography. We
consider the short generator problem, for more details, see [4, [12].

Definition 5.1 (The short generator problem). Let K be a number field with Ok its
ring of integers. Given a generator h of the principal ideal hO, the goal of the Short
Generator Problem is to recover a generator g of hOg, i.e., gOx = hOg, satisfying
|[Log(g)ll, = minyecox [[Log(h - u)||,. Such a generator g is called a shortest generator
of the principal ideal hO.

Notice that the notation Log(+) in the above definition is the logarithmic embedding
of the number field defined for a g-th number field K as Log(a) = (log |os()|),cq €
R#@/2 for all a € K, where o are the complex embeddings and G == (Z;/{£1}). We
consider K = Q(¢,) to be a ¢g-th cyclotomic number field with its group of cyclotomic

units C = (—1,(,,b; | 7 € G\ {1}), where b; = g:i Let b; := Log(b;) = Log(b_;) for
j € G\ {1}. Then {b,} forms a basis for Log(C), the log-cyclotomic-unit lattice of K.

We denote by {bY} its dual basis corresponding to {b;}.

5.1. Previous results on SGP over cyclotomic number fields. We combine the
implication of Theorem 4.1 of [4] to the special case using the distribution given by
Lemma 5.4 of [4], which is the main target of our application, more details and proofs
is given in Appendix [A]

Theorem 5.2 (implication of |4, Theorem 3.1, Theorem 4.1, Lemma 5.4]). Let Xq,. ..,
Xo(q)/2: X1 - - ,X;(q)/Q be i.i.d. random variables of the Gaussian distribution with the

mean 0 and the standard deviation r > 0, and let X; = (X2 + X?2)/2. Then for any

tuple of vectors vV, ... v#(@/2=1) ¢ Re@/2 of Buclidean norm 1 that are orthogonal

to the all-1 vector, and for parameter t such that 2||b1vH >t > T for some universal
j

2
constant T,

> o log(X))

Then there is an efficient algorithm that given ¢’ = g - u, where g is chosen from the

Pr [Elj,

> t] < (plg) —2)e ™2

distribution given by <X,> and u is a cyclotomic unit, outputs an element of the form
+(7g with probability at least 1 — (p(q) — 2) e7H/2),

In [4], the relation between the length of the dual basis and the negative square
moment of L (1,x) is also given. We rephrase the combination of Theorem 3.1 in [4]
and the equation given in its proof.

Theorem 5.3 (|4, from the proof of Theorem 3.1]). Let g = p* for a prime p, and let
{b} }jea\(1y denote the basis dual to {b;};cc\1y. Then all Hb;/H2 are equal, and

—1 — -2
BylE=4lGI"" > a7,
x€G\(1)
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where G is the set of characters of G.
Here we mark out the estimate of the length of the dual basis given by [4].

Theorem 5.4 (|4, part of Theorem 3.1)). Let ¢ = p* for a prime p, and let {b} }iea1y
denote the basis dual to {b;};cc\q1y. Then all HbJVH2 are equal, and

1 2
IbY2 < 2k 1G] - (¢(g)? + O(1)) = 4C2%k qu”

(140(1)),

where £(q) = C'logq for some C > 0.

5.2. Our improvements. In this subsection, we show the improvement on estimating
the length of the dual basis obtained from applying our main theorems.
If g is a large prime number, then d, = ¢ for all x modulo ¢ and x # xo. Hence by

substituting ([1.2)) we have
4¢(2) 2v/15 ~
bYll, = + 0O (g—1+¢)) = 1+Oq1+5 ‘
= [ 52 o) =22 10 4
Then there exists (Q > 0 such that for any ¢ > @,

2415
Y < 2425 (1 44

i

for some positive § < 1. Then by applying Theorem [5.2], we obtain the following result.

Corollary 5.5. Let q be a large prime number. There exists an efficient algorithm
that given ¢ = g - u, where g is chosen from D(t,a) and u € C is a cyclotomic unit,
outputs an element of the form (’g with probability at least o = 1 — (q — 3)e™"/? with

t:4\ﬁ1{6 > T for some small § > 0.

For the case ¢ = p* is a prime power, first we assume that k = o (p/(log p)*) with
p large enough. Under the assumption of the nonexistence of the exceptional zero, we

obtain
IbY[l, = \/ 8 (“2)( _1)2k(1+0(1)))

p+1

2\/_1/ (1+o(1

While for the case k > p/(logp)?, under the assumption of the nonexistence of the
exceptional zero, we have

klog p(log k + log log p)

IbY|l2 <
’ ©(pF)p
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Then there exists ()1 > 0 such that for any ¢ > Q,

[bj 2 = =\ 209 (1+o(1))
2v/15 k
™\ o(p¥) (1+0)

for some positive 4; < 1. Otherwise, there exists Q2 > 0 such that for any ¢ > Q»,

[bY[l2 = O klog p(log k + loglog p) <0 klog p(log k + loglog p)
w(p*)p w(p*)p

for some constant Cy > 0. Thus we derive the following result by applying Theorem 5.2}

Corollary 5.6. Let ¢ = p* be a power of a prime number and assume that the excep-
tional zeros do not exist. There exists an efficient algorithm that given ¢’ = g-u, where
g is chosen from D(t,«) and u € C is a cyclotomic unit, outputs an element of the

form £¢7 g with probability at least a = 1 — (p(q) — 2)e™? with t = VAERY, #1—}% >T

for some small 6 >0 if k =0 ( L 4) and T <t < —~~—~—— Vel otherwise.

(log p) 2logglogloggq

We list the estimates on the length of the dual basis and the corresponding lower
bounds on the success probability of the algorithm described in Theorem 5.2} in terms
of t, in Table[I, One can observe that when ¢ is a prime number, we improve ¢ by a
log term and also get the optimal description of order of ¢ for Theorem [5.2s setting
other than only a lower bound. Notice that compared to the prior work [20], we remove
the GRH assumption. For prime power ¢, the bound for L(1,y) doesn’t change, so
that |4] has the same estimate for the dual basis. Therefore, we improve the estimate
under assuming the exceptional zeros don’t exist for both cases, k = o (p/(log p)*) with
large prime p (“first ¢® condition” henceforth), and k > p/(logp)*. Moreover, since
the estimates on the dual basis for prime ¢ and for the first ¢* condition are equalities,
their parameters ¢t and the corresponding lower bound on the success probability are
optimal for Theorem [5.2]s setting.
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TABLE 1. Comparison: the constant C' refer to the one in Theorem [5.4]

Condition and approach

b7,

Parameter ¢t in Theorem

q = p*; bound on L(1,x) [4]

log ¢
<20Vk Vi (1+0(1))

> V4
Vklogq

q: large prime; negative
moment

WE
2

(1+0 (™))

=V

q = p" with p: large prime,
k = o(p/(log p)*); negative
moment (assuming the
nonexistence of exceptional
Z€eros)

B [k

q = p* with p: prime,

k> p/(log p)*; negative
moment (assuming the
nonexistence of exceptional
7Z€eros)

< log qloglog ¢
e(a)p

\Vap

log qloglog ¢
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APPENDIX A. PROOF THEOREM

In this section, we describe the details and the proof of Theorem [5.2] As in [4], we
assume that the index [Log(O3) : Log(C)] is small.

We denote by D(t, «) the distribution over K with the property that for any tuple of
vectors vy, ..., vy € R?@/2 of Euclidean norm 1 that are orthogonal to the all-1 vector
1, the probability that |(Log(g),v;)| < t holds for all j = 1,...,¢ is at least some
a > 0, where g is chosen from D(t,«) and the parameter ¢ is positive (remembering
that Log(K) C R¥@/2),

The following is an immediate result from the fact that the image Log(u) € R#(@)/2
for u € O} is orthogonal to the all-1 vector.

Lemma A.1. Let g be chosen from D(t,a). Then

<Log(9)a ﬁﬂ < t holds for all
j=1,...,0(q)/2 with probability at least c.

Below, we specify the parameters in our setting of K for some certain Gaussian
distributions.

Lemma A.2. Let n = ¢(q)/2 and £ = n — 1. Then D(t,a) witht > 0 and o =
1—(¢(q) —2)e~*/? exists for some Gaussian distributions that have standard deviation
rift > T, where T is the universal constant given in [4, Lemma 5.4].

Proof of Lemma[A.2 The corollary follows immediately from [4, Lemma 5.4] over K
by taking n = ¢(q)/2 and ¢ = n — 1. Here we identify the elements of K by real and
imaginary parts of their image under complex embeddings, i.e., ¥ : O — R¥?@ such
that V(a) = (Re(oj(a)), Im(0j(a)));=1,..4(g) 2. More precisely, the random variables X;
and X correspond to (Re(oi(a))),cr and (Im(oy(a))),cx respectively. It follows that

the random variables X; correspond to (loi(a)]) e and thus log ()A(Z> correspond to
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(Log(a)) yese- Let v, .. v(#@/2=1) ¢ Re(D/2 be vectors with Euclidean norm 1 that
are orthogonal to the all-1 vector. Therefore, |4, Lemma 5.4] indicates that for entries

v of v,

> v log(X;)

A

Pr lﬂj,

> t] < (¢(q) —2) e,

which implies that

o

>1—(p(g) —2)e"2

(Log(X))) VO < tforallj=1,...,0(q)/2-1
i=1,...,¢0(q)/2

~~~~~

Hence, X7, ... ,Xw(q)/g are i.i.d. D (t, 1—(eo(q) —2) e*t/Q) random variables. O

We first show an immediate consequence deduced from results of [4].

Corollary A.3. If the parametert satisfies >t > T for some universal constant

2||'°V||
T, then there is an efficient algorithm that given ¢' = g -u, where g is chosen from the
distribution given by D(t,a) = D(t,1—(p(q) — 2) e™¥?) and u € C is a cyclotomic unit,
outputs an element of the form £(7g with probability at least o = 1 — (¢(q) — 2) e7'/2.

We mainly follow the proof of [4, Theorem 4.1], and take care of the parameters and
probability.

Proof. Let t satisfies that >t > T. The idea is to find the magnitude of u by

T,
computing Log(u), and to divide ¢’ by u. Notice that under the logarithmic embedding,
we have the relation Log(¢g') = Log(g) + Log(u) € R¥@/? with Log(u) € Log(C) and
Log(g) € Log(O3%), whose form is suitable for Babai’s round-off algorithm ([4, Claim
2.1]).

Then the algorithm goes by first finding Log(u) with Babai’s algorithm, then com-
puting v = Hb?j , where a; are integer coefficients of Log(u) = ) a;b;, and finally
outputting ¢'/u’. Since Log(u') = Log(u) implies that ¢'/u’ = gu/u’ = +(’g for
some sign and some j € {1,...,q}, it suffices to show the fitness for applying Babai’s
algorithm, and the probability for allowing to apply it.

From Theorem [5.3] the short generator algorithm succeeds only if Babai’s algorithm
succeeds. According to [4, Claim 2.1], in order to apply Babai’s algorithm, we need to
ensure the input generator g meets the requirement that

|(Log(g), by)| < 1/2

for all j € G\ {1}.
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By Lemma |A.1| and the assumption | o] > t, we have

L
< 8l ||bV||2>‘

|(Log(g), b})| = b} |2 -

< [bjll2-t
1
~32
as claimed. Then by Lemmal[A.2]and the assumption that ¢ > T, the success probability
is lower bounded by o = 1 — (¢(q) — 2)e™¥/? as claimed. d

Then Theorem immediately follows [4, Theorem 3.1, Theorem 4.1, Lemma 5.4]
and Corollary [A.3]
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