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Abstract. Though Mahler equations have been introduced nearly one century ago,
the study of their solutions is still a fruitful topic for research. In particular, the
Galois theory of Mahler equations has been the subject of many recent papers. Nev-
ertheless, long is the way to a complete understanding of relations between solutions
of Mahler equations. One step along this way is the study of singularities. Mahler
equations with a regular singularity at 0 have rather “nice” solutions: they can be
expressed with the help of Puiseux series and solutions of equations with constant
coefficients. In a previous paper, the authors described an algorithm to determine
whether an equation is regular singular at 0 or not. Exploiting information from
the Frobenius method and Newton polygons, we improve this algorithm by signifi-
cantly reducing its complexity, by providing some simple criterion for an equation
to be regular singular at 0, and by extending its scope to equations with Puiseux
coefficients.
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1. Introduction

Let K be a field and p ≥ 2 be an integer. A p-Mahler equation is a functional linear
equation of the following form

am(z)f(zp
m
) + · · ·+ a1(z)f(z

p) + a0(z)f(z) = 0

where a0, . . . , am lie on some extension of K[z] and a0am ̸= 0. When K = Q and
a0, . . . , am ∈ Q[z], power series solutions of p-Mahler equations are known as Mp-
functions, or M -functions. These functions has been introduced by Mahler [Mah29,
Mah30a, Mah30b] to study the algebraic relations between their values at non-zero
algebraic points. This subject has been the topic of many papers (see [Nis97] for an
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account up to 1997 and [Phi15, AF17, AF24a, AF24b] for recent developments). The
study of algebraic relations between values of M -functions at some non-zero algebraic
points – possibly associated with distinct p or evaluated at distinct algebraic points
– eventually reduces to the study, for each p, of the algebraic relations between some
Mp-functions. One tool to perform this task is the Galois theory of Mahler equations.
However, despite recent developments, the Galois theory does not allow to treat general
equations of order greater than 3 (see [DP24]). In the shift case, Feng [Fen18] provides
an algorithm that applies to equations of arbitrary order, but it is inefficient1. As the
Galois group on an equation acts on the solutions, the understanding of the nature
of these solutions in a neighborhood of 0 can be of some help in computing it. In
general, the form of the solutions of Mahler equations may be rather complicated and
involve Hahn series with intricate supports. It becomes simpler when the equation is
regular singular at 0, for it only involves Puiseux series and solutions of equations with
constant coefficients.

In light of the above, it becomes important to provide simple criterion for an equation
to be regular singular at 0. This is what is achieved in this paper, in a general setting.
In [FP22] the authors provided a first algorithm to determine whether a Mahler equa-
tion is regular singular at 0 or not2. However, the algorithm was not really informative
about the properties of regular singular Mahler equations. In particular, it did not
provide any simple criterion for an equation to be regular singular at 0. In this paper,
we provide a new algorithm3 which improves the results of [FP22] in three directions:
it runs faster, it is much more informative about the nature of regular singular Mahler
equations and it does not restrict to equations with polynomial coefficients.

Main results. Let K be an algebraically closed field of characteristic 0. Let P be
the field of Puiseux series, with coefficients in K, that is,

P :=
∞⋃
d=1

K
((

z1/d
))

.

Let p ≥ 2 be an integer. We consider the operator

ϕp : P → P
f(z) 7→ f (zp) ,

which acts trivially on K. A p-Mahler equation of order m ∈ N⋆ over P, or, for short,
a Mahler equation is a linear functional equation of the form

(1) am(z)f(zp
m
) + · · ·+ a1(z)f(z

p) + a0(z)f(z) = 0 ,

with a0(z), . . . , am(z) ∈ P and a0(z)am(z) ̸= 0. To each p-Mahler equation we can
associate an operator

(2) L := amϕm
p + . . .+ a1ϕp + a0 ∈ P⟨ϕp⟩ .

Then, (1) may be rewritten as Lf = 0. A p-Mahler system over P is a system of
linear equations of the form

ϕp(Y ) = AY

1It seems that Feng’s algorithm could potentially be adapted to the case of Mahler equations; see
the discussion in [AF24b, p. 1226].

2Actually, this algorithm is written for Mahler systems, but it can be used for Mahler equations by
considering the associated companion matrix.

3We implemented the algorithm in Python 3, it is available at the following URL address:
https://faverjon.perso.math.cnrs.fr/AlgoRS_Newton.py.

https://faverjon.perso.math.cnrs.fr/AlgoRS_Newton.py
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with A ∈ GLm(P). To any p-Mahler equation we can associate a p-Mahler system by
considering the companion matrix

(3) AL :=


0 1 0
...

. . .
. . .

0 · · · 0 1
− a0

am
· · · · · · −am−1

am

 .

Conversely, to any system we can associate an equation, using the Cyclic Vector Lemma
(see [FP22, Section 3.1] for more details).

Definition 1. Let L ∈ P⟨ϕp⟩. The p-Mahler equation Lf = 0 is regular singular at
0 if there exists a matrix P ∈ GLm(P) such that ϕp(P )−1ALP ∈ GLm(K).

Theorem 2. Let K be a computable algebraically closed field of characteristic 0. Al-
gorithm 2, described in Section 7, returns whether a p-Mahler equation of the form (1)
is regular singular at 0. If the ai’s are power series, it runs in

O
(
m2ν2pm

)
operations in K, where ν is the maximum of the valuations of the ai’s.

Recall that a field is said to be computable if its elements can be effectively repre-
sented and there exist algorithms to perform basic arithmetic operations and decide
equality (see [Rab60]). Note that the algebraic closure of a computable field is itself
computable [Rab60, Theorem 7]. For example, one could take K = Q in Theorem 2.
Note that the Algorithm 2 will only use a finite number of coefficients from the ai’s,
depending only on the ramification of the ai’s and their valuations. Thus, we do not
need a way to compute arbitrary large coefficients of the ai’s but only to know their
coefficients up to an effective bound.

Our algorithm relies on the Frobenius method for Mahler equations introduced in
[Roq24]. It uses the Newton polygon of the Mahler equation (1), which is the lower
convex hull of the set of points (pi, j), 0 ≤ i ≤ m and j ≥ valz ai(z), see Sections 3
and 4. When considering linear ordinary differential equations, an equation is regular
singular at 0 if and only if its Newton polygon has only one slope and this slope is 0
[vdPS03, p.92]. There is no such criterion for Mahler equations: the regular singularity
at 0 cannot be read from the Newton polygon. Precisely, as shown in Remarks 24 and
25, one may find two distinct equations having the same Newton polygon such that
the first equation is regular singular at 0 while the second is not. Nevertheless, some
information can be extracted from the Newton polygon.

Theorem 3. A necessary condition for a Mahler equation with ai ∈ K[[z]] to be regular
singular at 0 is that the denominators of the slopes of its Newton polygon are relatively
prime with p.

Remark 4. We can always reduce our study of Equation (1) to the situation where
the ai’s are power series. Indeed, replacing z with zd for some d and multiplying the
equation with some monomial does not affect the regular singularity at 0.

The criterion given by Theorem 3 becomes particularly nice when p is large.

Corollary 5. Consider an equation (1) with ai ∈ K[[z]]. Assume that the equation is
regular singular at 0 and that p > maxi valz ai. Then, one of the following holds:

• the Newton polygon has one unique slope;
• the Newton polygon has two slopes and the second one is null.
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Using this criterion and the algorithm cited in Theorem 2 we are able to answer one
of the questions we asked in [FP22]: is that true that a p-Mahler equation is either
regular singular at 0 for every p large enough or not regular singular at 0 for every p
large enough? We give a positive answer as follows:

Theorem 6. Let a0, . . . , am ∈ K[[z]] with a0am ̸= 0 and set ν := maxi valz ai. For
any p > ν consider the p-Mahler equation

(3-p) am(z)f(zp
m
) + · · ·+ a1(z)f(z

p) + a0(z)f(z) = 0 .

The following two propositions are equivalent:

• there exists a p > ν such that the p-Mahler equation (3-p) is regular singular
at 0;

• the p-Mahler equation (3-p) is regular singular at 0 for any p > ν.

Organisation of the paper. Our paper is organized as follows. In Section 2, we
introduce some ring extensions of the field of Puiseux series on which the map ϕp :
z 7→ zp extends. In Section 3 we introduce the Newton polygon associated with a
Mahler equation. We briefly recall the Frobenius method for Mahler equations of
[Roq24] (which is an adaptation of the corresponding method for linear differential
equations) in Section 4. The proof of Theorem 3 is given in Section 5. In Section 6,
we give a necessary and sufficient condition for an equation to be regular singular
at 0, from which the algorithm of Theorem 2 is built. The main algorithm, namely
Algorithm 2, is described in Section 7 where we also prove Theorem 2. In Section 8,
we run our main algorithm on an example. In Section 9 we apply our results to the
case where the Newton polygon associated with the equation has one slope. Last, in
Section 10 we prove Corollary 5 and Theorem 6.

Acknowledgment. We are deeply grateful to the referee for their meticulous reading of
an earlier version of this paper.

2. Some useful ring extensions of the field of Puiseux series

The equation y(zp)− 2y(z) = 0 shows that a Mahler equation may not have a basis
of solutions in the ring P of Puiseux series. To build a basis of solutions, one has
to consider some ring extension of P. There exists a formal construction for such an
extension following from the Picard-Vessiot theory. In the case of Mahler equations,
one may give a more precise description of a basis of solutions.

2.1. Hahn series. Let R be a commutative ring. A Hahn series f is a formal series

f(z) =
∑
γ∈Q

fγz
γ , fγ ∈ R

whose support, suppz f := {γ ∈ Q : fγ ̸= 0}, is a well-ordered subset of Q. We let
HR denote the ring of Hahn series with coefficients in R. It contains the ring PR

of Puiseux series with coefficients in R. When R = K, we let H = HK. Equipped
with the termwise addition and the Cauchy product, HR is a ring. When R is a field,
HR is a field too (see [Roq24, Section 3.1]). We define the valuation of a Hahn series
f(z) =

∑
γ fγz

γ as valz f = min(suppz f) with the convention that valz 0 = +∞. It
is a valuation which extends the valuation on PR. We define the coefficient of lowest
degree of f as cldz f = fvalz f . The map ϕp naturally extends to H and we have, for
any f ∈ H , valz ϕp(f) = p valz f .
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Some Hahn series, like the series
∑

k≥0 z
−1/pk , are solutions of p-Mahler equations4.

Yet, the field of Hahn series is not large enough to contain a basis of solutions of any
p-Mahler equation over P.

2.2. The ring R. Recall that K is algebraically closed. Consider a family of in-
determinates Xc, c ∈ K×, along with an additional indeterminate Y . The ring
H [(Xc)c∈K× , Y ] can be equipped with a structure of ϕp-extension of H , by defin-
ing the action of ϕp as follows:

∀c ∈ K×, ϕp(Xc) = cXc and ϕp(Y ) = Y + 1.

One easily checks that the ideal I spanned by Xc−1 and the polynomials XcXd−Xcd,
for all c, d ∈ K×, is invariant under ϕp. Thus, the quotient ring

R = H [(Xc)c∈K× , Y ]/I

inherits a structure of ϕp-ring. Precisely, if we let ec denote the image of Xc for each
c ∈ K× and ℓ denote the image of Y , then

ϕp(ec) = cec, ∀c ∈ K×, and ϕp(ℓ) = ℓ+ 1.

Note that, with these notations, e1 = 1.
A straightforward adaptation of the proof of Theorem 35 in [Roq18]5 shows that for

any g ∈ R, the identity ϕp(g) = g holds if and only if g ∈ K. Furthermore, it follows
from [Roq24, Remark 7 and Theorem 12] that any p-Mahler equation (1) has a basis
of solutions in R, meaning that it has m solutions that are linearly independent over
K. Note that the base field K is C in [Roq24] but the argument there works for any
algebraically closed field of characteristic zero.

Any element y of R can be written

y =
∑
c,j

hc,jecℓ
j

with hc,j ∈ H and where the sum is over a finite range of c ∈ K⋆ and j ∈ Z≥0. Thus,
any p-Mahler equation has m solutions y1, . . . , ym of the form yi =

∑
c,j hi,c,jecℓ

j , with
hi,c,j ∈ H , which are linearly independent over K.

Proposition 7. Consider a p-Mahler equation (1). The following are equivalent:

a) it is regular singular at 0;
b) it has a basis of solutions of the form

∑
c,j hi,c,jecℓ

j with hi,c,j ∈ P;

c) any solution in R of this equation is of the form
∑

c,j hc,jecℓ
j with hc,j ∈ P,

that is, any solution belongs to P[(ec)c∈K⋆ , ℓ].

Proof. Let us prove that b) implies c). Any solution is a linear combination over K
of elements of the basis. Thus, it is of the form

∑
c,j hc,jecℓ

j with hc,j =
∑m

i=1 bihi,c,j
and bi ∈ K. Since the hi,c,j ’s are Puiseux series, so are the hc,j ’s.

Let us prove that a) implies b). Assume that the system is regular singular at 0,
so there exists P ∈ GLm(P) such that A0 := ϕp(P )−1ALP ∈ GLm(K). It follows
from [FR24b, Lemma 24] that there exists an invertible matrix E, with coefficients in
K[(ec)c∈K⋆ , ℓ] such that

(4) ϕp(E)−1A0E = Im .

4A description of Hahn series which are solutions of Mahler equations is given in [FR24b].
5In [Roq18], this property is proved over P and the base field is Q, but the same argument works

over H and any algebraically closed field of constants, K.
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Thus,

ϕp(PE) = ALPE .

It follows that the ith column of PE is of the form (yi, ϕp(yi), . . . , ϕ
m−1
p (yi))

⊤ for some
yi ∈ P[(ec)c∈K⋆ , ℓ] and that y1, . . . , ym are solutions of (1). Since the matrice PE is
invertible, these solutions are linearly independent. Thus, y1, . . . , ym form a basis of
solutions and b) holds.

We prove that c) implies a). Assume that c) holds. In [Roq21, Theorem 2], Roques
proves that there exists H ∈ GLm(H ) such that A0 := ϕp(H)−1ALH ∈ GLm(K).
From [FR24b, Lemma 24], there exists an invertible matrix E with coefficients in
K[(ec)c∈K⋆ , ℓ] which satisfies (4). Without loss of generality, we can assume that A0 is
a Jordan matrix so that we can choose E to be upper triangular with diagonal entries
ec1 , . . . , ecm , where c1, . . . , cm are the diagonal entries of A0. Since ϕp(HE) = ALHE
and since AL is a companion matrix, the entries of the ith row of HE are of the form
ϕi−1
p (f) where f is a solution of (1). In the meantime, the entries of HE are of the

form ∑
c,j

hc,jecℓ
j

with hc,j ∈ H . It follows from c) that hc,j ∈ P. Furthermore, since the matrix E is
upper triangular, the entries of H are in P. Thus the system is regular singular at 0
and a) holds. □

2.3. The ring Rλ. Let λ be an indeterminate, which will serve as a parameter in
applying the Frobenius method to Mahler equations. This method is an analog of the
eponymous method for differential equations (see Section 4). We consider the field
HK(λ) (respectively PK(λ)) of Hahn series (respectively Puiseux series) in z whose
coefficients are rational functions in λ. We let the map ϕp act on HK(λ), leaving λ

unchanged. Furthermore the derivative ∂λ = ∂
∂λ acts on HK(λ). Note that ϕp and ∂λ

commute.
By [Roq24, Section 3.4], there exists a differential ring extension Rλ of HK(λ) on

which ϕp and ∂λ act and commute and which has an element eλ such that

ϕp(eλ) = λeλ

and that Rλ = HK(λ)[eλ, ∂λeλ, ∂
2
λeλ, . . .]. Here, the elements ∂i

λ(eλ), i ∈ Z≥0, are

considered as indeterminates and ∂λ(∂
i
λeλ) = ∂i+1

λ eλ for all i ∈ Z≥0.
Let c ∈ K⋆. We consider the ring K[[λ − c]]rat ⊂ K(λ) of rational functions

with no poles at λ = c. There is a specialization map evλ=c from the subring
HK[[λ−c]]rat [eλ, ∂λeλ, ∂

2
λeλ, . . .] of Rλ to R which sends λ to c, eλ to ec with the prop-

erty that it commutes with ϕp. Let ℓc,k = evλ=c(∂
k
λeλ/k!). Still following [Roq24], we

can define the specializations so that

(5) ℓc,k =
1

ck
ℓ(ℓ− 1) · · · (ℓ− k + 1)

k!
ec ,

with the convention ℓc,0 = ec.

3. Newton Polygons

Let L be the operator attached to (1), defined by (2). Following [CDDM18], we
define the Newton polygon N (L) of the equation (1) as the lower convex hull of the
set

P(L) = {(pi, j) | i ∈ {0, . . . ,m}, j ≥ valz ai(z)} ⊂ R2.
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The polygon N (L) is delimited by two vertical half lines and by κ ≤ m − 1 non-
vertical edges having pairwise distinct slopes µ1 < µ2 < · · · < µκ, called the slopes of
Equation (1). In this section, we gather some properties of Newton polygons which
will be used in the proofs of Theorems 2 and 3.

Lemma 8. Let f ∈ H be a non-zero solution of (1). Then valz f is the opposite of a
slope of N (L).

Proof. See [FR24a, Lemma 8]. □

Each edge of N (L) is delimited by two points (pi, valz ai) and (pj , valz aj) with
0 ≤ i < j ≤ m. The slope of such an edge is equal to

valz aj − valz ai
pj − pi

.

The integer j − i is called the multiplicity of this slope. Let r1, . . . , rκ denote the
respective multiplicities of µ1, . . . , µκ. To each slope µj , we associate a characteristic
polynomial χj(λ) in the following way. Let Ij denote the set of i ∈ {0, . . . ,m} such
that the point (pi, valz ai) belongs to the edge with slope µj . We set

χj(λ) =
∑
i∈Ij

cldz ai(z)λ
i ,

where cldz ai(z) is the coefficient of lowest degree of ai (see Section 2.1). We let
cj,1, . . . , cj,rj ∈ K⋆ denote the nonzero roots of χj(λ) counted with multiplicities: they
are the exponents attached to the slope µj . We let mc,j denote the multiplicity of an
exponent c attached to the slope µj . If c is not attached to µj we write mc,j = 0. Note
that

∑
c,j mc,j = m. For any pair (c, j) we set

sc,j := mc,1 + · · ·+mc,j−1 .

Example 9. Let p = 2 and L = 2z2ϕ4
p + (1 + z)ϕ3

p + (−2 + z2)ϕ2
p + (1 − z)ϕp + 2z3.

The slopes are µ1 = −3 with multiplicity r1 = 1, µ2 = 0 with multiplicity r2 = 2
and µ3 = 1

4 with multiplicity r3 = 1. The associated characteristic polynomials are
respectively

χ1(λ) = λ+ 2, χ2(λ) = λ3 − 2λ2 + λ and χ3(λ) = 2λ4 + λ3 .

Thus, the exponents are c1,1 = −2, c2,1 = c2,2 = 1 and c3,1 = −2 and we have
m−2,1 = 1, m1,2 = 2, m−2,3 = 1 and mc,j = 0 for every other pairs (c, j).

1

1

2 4 8 16
| |

—

The Newton polygon N (L) from Example 9

For any c ∈ K⋆, we define the operator Lc as follows:

Lc = amcmϕm
p + · · ·+ a1cϕp + a0 ∈ P⟨ϕp⟩ .

Remark 10. Let c ∈ K⋆. The operator Lc has the following properties.

• We have Lcf = 0 if and only if L(fec) = 0. In particular, it follows from
Proposition 7 that L is regular singular at 0 if and only if Lc is.
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• The Newton polygons of L and Lc are identical. In the meantime, the exponents
attached to a slope of Lc are obtained from the ones attached to the same slope
of L by dividing by c.

Similarly, we define

Lλ = amλmϕm
p + · · ·+ a1λϕp + a0 ∈ PK(λ)⟨ϕp⟩ .

Once again, Lλf = 0 if and only if L(feλ) = 0 for any f ∈ Rλ. Note the following
result for latter use.

Lemma 11. For any integer j such that 1 ≤ j ≤ κ, we have

cldz Lλ(z
−µj ) = χj(λ) .

Furthermore, if −v ∈ Q is not a slope of N (L), then cldz Lλ(z
v) = λi0 cldz(ai0) for a

certain i0 ∈ {0, . . . ,m}.

Proof. By definition of Lλ we have Lλ(z
v) =

∑m
i=0 ai(z)λ

izp
iv for any v ∈ Q. Let

γ = min0≤i≤m{piv + valz ai} and let I = {i : piv + valz ai = γ}. Then,

(6) cldz(Lλ(z
v)) =

∑
i∈I

cldz(ai(z)λ
izp

iv) =
∑
i∈I

cldz ai(z)λ
i .

If v = −µj for some integer j ∈ {1, . . . , κ}, by definition of Ij we have I = Ij and the
result follows from (6) and the definition of χj(λ). On the contrary, when −v is not a
slope of N (L), the set I is a singleton and the result again follows from (6). □

For an operator L =
∑m

i=0 aiϕ
i
p ∈ PK(λ)⟨ϕp⟩, a0am ̸= 0, we define similarly the

Newton polygon N (L) and its slopes µ1 < · · · < µκ.

Lemma 12. Consider an operator L =
∑m

i=0 aiϕ
i
p ∈ PK(λ)⟨ϕp⟩, a0 ̸= 0, and let

µ1 < · · · < µκ denote the slopes of N (L). Let f ∈ HK(λ) be such that valz(f) > −µ1.
Then,

valz
(
L(f)

)
= valz(a0) + valz(f) and cldz

(
L(f)

)
= cldz(a0)× cldz(f) .

Proof. Let v := valz(f). The valuation of each term aiϕ
i
p(f) in L(f) is given by

valz(ai) + piv for i = 0, . . . ,m. For any i > 0, since µ1 is the smallest slope, we have

valz(ai)− valz(a0)

pi − 1
≥ µ1.

Thus,
valz(ai) + piv − (valz(a0) + v) ≥ (pi − 1)(v + µ1) > 0.

This proves the first equality. The second one is an immediate consequence. □

Lemma 13. Consider an operator L =
∑m

i=0 aiϕ
i
p ∈ PK(λ)⟨ϕp⟩ with a0 ̸= 0. Let

a∞ ∈ PK(λ) be such that valz(a∞) > valz(a0)− µ1. Then, the equation Ly = a∞ has
a solution in f ∈ PK(λ) such that valz f > −µ1.

Proof. Making a change of variables z 7→ zd if necessary, we may assume without loss
of generality that the ai’s belong to K(λ)((z)). Let γ = valz(a∞) − valz(a0) > −µ1.
For a Laurent series g =

∑
k gkz

k we let [g]k = gk. Define recursively a Laurent series

f =
∑

k≥γ fkz
k by

fγ =
cldz a∞
cldz a0

, fγ+n+1 =
1

cldz a0

a∞ − L

γ+n∑
k=γ

fkz
k


valz a∞+n+1

.
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One first check by induction that, for any n ≥ 0,

(7) valz

a∞ − L

γ+n∑
k=γ

fkz
k

 ≥ valz a∞ + n+ 1 .

Proof for n = 0. When n = 0, (7) is rewritten as valz (a∞ − L (fγz
γ)) ≥ valz a∞ + 1.

This inequality follows from the definitions of γ and fγ , and from Lemma 12 applied
to fγz

γ .
Proof of the inductive step. Let n ≥ 0 for which (7) holds. By Lemma 12, we have
valz(L(fγ+n+1z

γ+n+1) = valz a∞ + n+ 1 anda∞ − L

γ+n∑
k=γ

fkz
k


valz a∞+n+1

−
[
L
(
fγ+n+1z

γ+n+1
)]

valz a∞+n+1
= 0 .

We infer from this equality and the induction hypothesis that (7) holds for n+1. This
proves the inductive step. Thus (7) holds for any n ≥ 0. Letting n tends to ∞ we
obtain that valz(a∞ − L(f)) = +∞, that is L(f) = a∞, as wanted. □

4. Frobenius Method

We continue with the notations of the previous sections. For any j ∈ {1, . . . , κ}, set
θj = valz Lλ(z

−µj ). It follows from [Roq24] that, for any exponent c ∈ K attached to
the slope µj , there exists an unique gc,j(λ, z) ∈ HK(λ) such that

(8) L(gc,j(λ, z)eλ) = zθj (λ− c)sc,j+mc,jeλ .

Furthermore, gc,j(λ, z) is well-defined at λ = c and it has valuation −µj in z. Moreover,
the coefficient of lowest degree rc,j(λ) := cldz gc,j(λ, z) is a rational function in λ whose
(λ− c)-adic valuation is equal to sc,j . It can be written explicitly:

(9) rc,j(λ) = λ−r1−···−rj−1

∏j
i=1

∏ri
k=1(−ci,k)

a0,valz a0

(λ− c)sc,j∏
c′ ̸=c(λ− c′)mc′,j

∈ K[[λ− c]]rat.

Note that (8) may be rewritten as

(10) Lλ(gc,j(λ, z)) = zθj (λ− c)sc,j+mc,j .

Example 14. We continue with the operator L from Example 9. Associated with the
first slope and the exponent −2 we have r−2,1(λ) = 1, θ1 = 6 and

g−2,1(λ, z) = z3 +
1

2
λz4 − 1

4
λ2z5 +

1

4
λ2z6 +

1

8
λ3z7 − 1

8
λ3z8 +higher degree terms in z.

Further examples of series gc,j may be found in [Roq24, Section 6].

We recall the following result of Roques (see [Roq24, Theorem 12]).

Theorem 15. The functions

yc,j,i = evλ=c

(
∂
sc,j+i
λ (gc,j(λ, z)eλ)

)
where, for each (c, j), 0 ≤ i < mc,j, form a basis of solutions of (1).

Actually, since we derive at most sc,j +mc,j − 1 times gc,j(λ, z)eλ and we specialize
at λ = c, one does not need an equality in (8) to obtain a basis of solutions.
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Theorem 16. Assume that for any j and any exponent c attached to the slope µj we
have a Hahn series hc,j(λ, z) ∈ HK[[λ−c]]rat which has valuation −µj in z, such that
cldz hc,j has a (λ− c)-adic valuation equal to sc,j, and such that

(11) L(hc,j(λ)eλ) ∈ (λ− c)sc,j+mc,jeλHK[[λ−c]]rat .

Then the functions

yc,j,i = evλ=c

(
∂
sc,j+i
λ (hc,j(λ, z)eλ)

)
where, for each (c, j), 0 ≤ i < mc,j, form a basis of solutions of (1).

Proof. Since evλ=c and ∂λ commute with ϕp, the fact that yc,j,i are solutions follows
from (11) and the fact that, for any θ(λ, z) ∈ HK[[λ−c]]rat ,

evλ=c

(
∂
sc,j+i
λ

(
(λ− c)sc,j+mc,jeλθ(λ, z)

))
= 0 ,

when 0 ≤ i < mc,j . Let us prove that the functions are linearly independent over

K. Recall that we set ℓc,k = evλ=c(∂
k
λeλ)/k!. The product formula for the derivative

implies that

yc,j,i =

sc,j+i∑
k=0

(sc,j + i)!

(sc,j + i− k)!
evλ=c

(
∂
sc,j+i−k
λ (hc,j(λ, z))

)
ℓc,k.

Assume that there exist τc,j,i ∈ K such that
∑

c,j,i τc,j,iyc,j,i = 0. From [Roq24], the
ℓc,k’s are linearly independent over H . Thus, for all c, k,

(12)
∑
j

mc,j−1∑
i=max{0,k−sc,j}

τc,j,i
(sc,j + i)!

(sc,j + i− k)!
evλ=c

(
∂
sc,j+i−k
λ (hc,j(λ, z))

)
= 0 .

Furthermore, by assumption on valz hc,j and cldz hc,j ,

(13) valz evλ=c (∂
n
λ (hc,j(λ, z)))

 ≥ −µj if n > sc,j ,
= −µj if n = sc,j ,
> −µj if n < sc,j .

Fix an exponent c. We recall that the indices (c, j, i) of the numbers τc,j,i are such that
0 ≤ j ≤ κ and 0 ≤ i < mc,j . We extend this notation for j = κ+ 1 setting τc,κ+1,i = 0
for all i. We prove by decreasing induction on j ∈ {1, . . . , κ+ 1} the property

(Pc,j) : ∀k ∈ {0, . . . ,mc,j − 1}, τc,j,k = 0 .

Proof of the base case j = κ+ 1. The property (Pc,κ+1) is satisfied by definition.
Proof of the inductive step. Fix a j0 ≤ κ and suppose that (Pc,j) is satisfied when
j > j0. Let us prove (Pc,j0) by decreasing induction on k.

Proof of the base case k = mc,j0 − 1. By (13), any term of (12) but the one
corresponding to i = mc,j0 − 1 has valuation greater than −µj0 , since the τc,j,k’s are
null when j > j0. It follows that τc,j0,mc,j0

−1 = 0.
Proof of the inductive step. Let k < mc,j0 −1. Suppose that τc,j0,l = 0 for any l with

k < l ≤ mc,j0 − 1. Then, (12) can be rewritten as

∑
j<j0

mc,j−1∑
i=max{0,k−sc,j}

τc,j,i
(sc,j + i)!

(sc,j + i− k)!
evλ=c

(
∂
sc,j+i−k
λ (hc,j(λ, z))

)

+

k∑
i=max{0,k−sc,j0}

τc,j0,i
(sc,j0 + i)!

(sc,j0 + i− k)!
evλ=c

(
∂
sc,j0+i−k

λ (hc,j0(λ, z))
)
= 0 .
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Then, all the terms but the one corresponding to j = j0 and i = k have valuation
greater than −µj0 . It follows that τc,j0,k = 0.

By induction on k, we have proved that (Pc,j0) is satisfied.
By induction on j, (Pc,j) holds for any j. Since c was chosen arbitrarily, we eventu-

ally get that τc,j,k = 0 for any c, j, k, which ends the proof. □

5. A necessary condition: proof of Theorem 3

Theorem 3 gives a necessary condition for a p-Mahler equation with ai ∈ K[[z]] to
be regular singular at 0: the denominators of the slopes of its Newton polygon must
be coprime with p. Before proving it, we first recall the following preliminary fact.

Lemma 17. Consider a Mahler equation of the form (1) for which ai ∈ K[[z]] and
which is regular singular at 0. Let d be the least common multiple of the denominators
of the slopes of N (L) which are relatively prime with p. Then, any solution of (1) is
of the form

y =
∑
c,j

hc,jecℓ
j

where the sum has finite range and where hc,j ∈ K((z1/d)).

Proof. The lemma follows from [FP22, Corollary 2.4] applied to the companion system
associated with (1). The fact that the integer d can be chosen as the least common
multiple of the denominators of the slopes of N (L) follows from the proof of [FP22,
Lemma 2.3]. Note that, in [FP22] the equation is supposed to have coefficients in Q(z),
however, the proof works all the same over K((z)). □

Proof of Theorem 3. Suppose that µj is a slope whose denominator is not coprime with
p, for some j. Let c be an exponent attached to µj and let

f(z) = evλ=c

(
∂
sc,j
λ (gc,j(λ, z)eλ)

)
,

where the gc,j ’s are defined in Section 4. Using the product formula, we obtain,

f(z) =

sc,j∑
k=0

sc,j !

(sc,j − k)!
evλ=c

(
∂
sc,j−k
λ (gc,j(λ, z))

)
ℓc,k ,

where we let ℓc,k = evλ=c(∂
k
λeλ/k!). Let fk(z) =

sc,j !
(sc,j−k)! evλ=c(∂

sc,j−k
λ (gc,j(λ, z))) so

that f =
∑sc,j

k=0 fkℓc,k. From (9), valz(f0) = −µj and valz(fk) > −µj when 0 < k ≤
sc,j . From (5), ℓc,0 = ec and for all k ≥ 1, ℓc,k is a linear combination over K of

ecℓ, ecℓ
2, . . . , ecℓ

k. Thus,

f = f0ec + h1ecℓ+ · · ·+ hsc,jecℓ
sc,j

where h1, . . . , hsc,j are linear combinations over K of f1, . . . , fk. Since f0 has valuation
−µj and the denominator of −µj is not relatively prime with p, it follows from Lemma
17 that the equation is not regular singular at 0. □

6. A necessary and sufficient condition

One could hope that a necessary and sufficient condition for the equation to be
regular singular at 0 would be for the gc,j ’s to be Puiseux. This is not the case
(see Remark 26). However, we prove in this section that a necessary and sufficient
condition for the equation to be regular singular at 0 is that the first coefficients of
each gc,j ∈ H [[λ− c]] are Puiseux series. Let us fix some notations and definitions.
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Notation. Let c ∈ K, f ∈ HK[[λ−c]] and let s be an integer. We let f mod (λ− c)s

denote the remainder of the division of f by (λ − c)s in HK[[λ−c]], that is, if f =∑
γ∈Q

∑
n≥0 fγ,nz

γ(λ− c)n, then

f mod (λ− c)s =
∑
γ∈Q

s−1∑
n=0

fγ,nz
γ(λ− c)n .

It is a polynomial with degree at most s− 1 in λ.
Given an element f ∈ H [λ], we let valλ−cf denote the valuation of f as a polynomial

in λ − c, with coefficients in H . We also let degλ f denote the degree of f as a
polynomial in λ (which is the same as the degree of f as a polynomial in λ− c).

Definition 18. We consider the following assumptions about Mahler equations of the
form (1):

(A1) a0, . . . , am belong to K[[z]];
(A2) the denominators of the slopes of the Newton polygon associated with (1) are

coprime with p.

Our study of Mahler equations can always be reduced so that (A1) holds (see Re-
mark 4). Furthermore, it follows from Theorem 3 that (A2) is a necessary condition
for the equation to be regular singular at 0. Thus, these two assumptions do not limit
the scope of the following results.

In this section, we let (1) be a p-Mahler equation satisfying (A1) and (A2) and L be
the associated operator given by (2). Let d denote the least common multiple of the
denominators of the slopes µ1 < · · · < µκ of the associated Newton polygon. Recall
that rc,j(λ) is defined for any pair (c, j) by (9).

Definition 19. Let 1 ≤ j ≤ κ be an integer and c be an exponent attached to the

slope µj . We say that fc,j(λ, z) =
∑

v fc,j,v(λ)z
v ∈ K[z±

1
d , λ] is a truncated solution

associated with (c, j) if the following five conditions hold:

(C1) valz (Lλ(fc,j) mod (λ− c)sc,j+mc,j ) > valz(a0)− µ1,

(C2) suppz fc,j ⊂ 1
dZ ∩ [−µj ,−µ1],

(C3) cldz fc,j = rc,j(λ) mod (λ− c)sc,j+mc,j ,

(C4) valz fc,j = −µj ,

(C5) degλ fc,j ≤ sc,j +mc,j − 1.

We say that a truncated solution is reduced if the following additional condition holds:

(C6) degλ fc,j,−µk
(λ) ≤ sc,j +mc,j −mc,k − 1, for every k < j.

The following theorem is the core of Algorithm 2.

Theorem 20. Let (1) be a p-Mahler equation satisfying (A1) and (A2). The following
are equivalent :

(i) the equation is regular singular at 0;
(ii) for any j and any exponent c attached to µj there exists a truncated solution

fc,j associated with (c, j);
(iii) for any j and any exponent c attached to µj there exists a reduced truncated

solution fc,j associated with (c, j).

Theorem 20 is proved after two lemmas.
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Lemma 21. Let fc,j =
∑

v fc,j,v(λ)z
v ∈ K[z±

1
d , λ] satisfying Condition (C5) in Defi-

nition 19. Then, the following are equivalent:

(a) (C6) holds;
(b) degλ fc,j,−µk

(λ) ≤ sc,j +mc,j −mc,k − 1, for every k < j such that c is attached
to −µk;

(c) degλ fc,j,v(λ) ≤ sc,j +mc,j − valλ−c(cldz Lλ(z
v))− 1 for every v > −µj.

Proof. By definition, mc,k ̸= 0 if and only if c is attached to −µk. Using (C5), it gives
the equivalence between (a) and (b). Furthermore, it follows from Lemma 11 that, for
any v ∈ Q,

valλ−c(cldz Lλ(z
v)) =

{
valλ−c(χk(λ)) = mc,k if v = −µk for some k,
valλ−c(λ

i0 cldz(ai0)) = 0 for some i0, else.

Thus, (a) and (c) are equivalent. □

Lemma 22. Let c be an exponent attached to some slope µj. Then,

evλ=c

(
∂i
λ(gc,j(λ, z)eλ)

)
is a solution of (1) for any integer i such that 0 ≤ i < sc,j +mc,j.

Proof. It is immediate with (8) and the fact that ∂λ and evλ=c commute with ϕp. □

Proof of Theorem 20. Let us first prove that (i) implies (iii). Suppose that the equation
is regular singular at 0. For each pair (c, j), 1 ≤ j ≤ κ, such that c is an exponent
attached to the slope µj we let gc,j be given by Equation (8). Write

gc,j(λ, z) =

∞∑
n=0

gc,j,n(z)(λ− c)n .

The proof that (i) implies (iii) is divided in three facts.

Fact 1. For any triplet (c, j, n) with 0 ≤ n < sc,j +mc,j, gc,j,n(z) ∈ K((z1/d)).

Fix a pair (c, j). We are going to prove Fact 1 by induction on n.
Proof of the base case n = 0. It follows from Lemma 22 that gc,j,0(z)ec is a solution of
(1). Thus, since the equation is regular singular at 0, it follows from Lemma 17 that

gc,j,0(z) ∈ K((z1/d)).

Proof of the inductive step. Let n ≥ 1 and suppose that gc,j,i(z) ∈ K((z1/d)) for any
i < n. Since ∂λ and evλ=c commute, we have

evλ=c (∂
n
λ (gc,j(λ, z)eλ)) =

n∑
i=0

(
n

i

)
evλ=c

(
∂i
λ(gc,j(λ, z))

)
evλ=c

(
∂n−i
λ eλ

)
=

n∑
i=0

n!gc,j,i(z)ℓc,n−i

Thus, using (5), there exists some non-zero γi,k ∈ Q, 0 ≤ i ≤ n, 0 ≤ k ≤ n − i, such
that

evλ=c (∂
n
λ (gc,j(λ, z)eλ)) =

n∑
k=0

(
n−k∑
i=0

γi,kgc,j,i(z)

)
ℓkec .

Since n ≤ sc,j +mc,j − 1, it follows from Lemma 22 that evλ=c (∂
n
λ (gc,j(λ, z)eλ)) is a

solution of (1). Since the equation is regular singular at 0, it follows from Lemma 17

that, for every k, the series
∑n−k

i=0
γi,k
cn−i gc,j,i belongs to K((z1/d)). Taking k = 0, and
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using the induction hypothesis, we obtain that gc,j,n ∈ K((z1/d)), as wanted. This
proves Fact 1.

For each n with 0 ≤ n ≤ sc,j +mc,j − 1 write

gc,j,n(z) =
∑

γ≥−µj

gc,j,n,γz
γ and set hc,j,n(z) =

∑
−µj≤γ≤−µ1

gc,j,n,γz
γ ,

where all the γ’s involved in the sums above belong to 1
dZ. Set also

hc,j(λ, z) :=

sc,j+mc,j−1∑
n=0

hc,j,n(z)(λ− c)n .

The Puiseux polynomial hc,j can be seen as the reduction of gc,j modulo (λ−c)sc,j+mc,j

and modulo z−µ1+1/d.

Fact 2. For any pair (c, j), hc,j(λ, z) is an associated truncated solution.

By construction, hc,j ∈ K[z±
1
d , λ] and it has degree at most sc,j + mc,j − 1 in λ.

Hence hc,j satisfies (C5). The support of hc,j , as a Puiseux polynomial in z, is included
in 1

dZ ∩ [−µj ;−µ1]. Thus, hc,j satisfies (C2). Let θ = gc,j − hc,j . By construction, we
can write

θ = θ1 + θ2(λ− c)sc,j+mc,j ,

with valz θ1 > −µ1. Thus,

Lλ(hc,j) = Lλ(gc,j)− Lλ(θ) = Lλ(gc,j)− Lλ(θ1)− (λ− c)sc,j+mc,jLλ(θ2)

Reducing modulo (λ− c)sc,j+mc,j and using (10)

Lλ(hc,j) mod (λ− c)sc,j+mc,j = −Lλ(θ1) mod (λ− c)sc,j+mc,j .

Then,

valz
(
Lλ(hc,j) mod (λ− c)sc,j+mc,j

)
= valz

(
Lλ(θ1) mod (λ− c)sc,j+mc,j

)
> valz(a0)− µ1

because valz (Lλ(θ1)) = valz(a0) + valz(θ1) by Lemma 12. Thus, hc,j satisfies (C1). It
remains to prove (C3) and (C4). By construction, hc,j is the truncation of gc,j where
we only keep the monomials of the form (λ − c)izj with 0 ≤ i ≤ sc,j + mc,j − 1 and
−µj ≤ j ≤ −µ1. Recall that valz gc,j = −µj and cldz gc,j = rc,j(λ). Since, by (9),

valλ−c(rc,j(λ)) = sc,j ≤ sc,j +mc,j − 1,

we have valz hc,j = valz gc,j = −µj and cldz hc,j = rc,j(λ) mod (λ − c)sc,j+mc,j . This
proves (C3) and (C4) and ends the proof of Fact 2.

The Puiseux polynomials hc,j do not necessarily satisfy (C6). Hence they may not
be reduced truncated solutions. Our last step to prove that (i) implies (iii) is to build
some reduced truncated solutions fc,j , using the Puiseux polynomials hc,j . We now fix
a exponent c attached to some slope.

Fact 3. For any integer j such that c is attached to the slope µj, there exists a reduced
truncated solution fc,j associated with (c, j).

We proceed by induction on the integers j such that c is attached to the slope µj .
Let j0 be the least integer such that c is attached to µj0 .
Proof of the base case j = j0. In that case, the condition (C6) is empty. Hence the
Puiseux polynomial fc,j0 = hc,j0 satisfies (C6). Thus, it is a reduced truncated solution
associated with (c, j0).
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Proof of the inductive step. Let j > j0 such that c is attached to µj . Let K be the
set of all k < j such that c is attached to the slope µk. Assume that there exists a
reduced truncated solution fc,k associated with (c, k) for any integer k ∈ K. Then, for
any polynomials pk(λ) ∈ K[λ], k ∈ K, the Puiseux polynomial

(14) fc,j := hc,j +
∑
k∈K

(λ− c)sc,j+mc,j−sc,k−mc,kpk(λ)fc,k mod (λ− c)sc,j+mc,j

still satisfies Conditions (C1) to (C5). Indeed, for all k ∈ K,

valz fc,k = −µk > −µj = valz hc,j .

Thus valz fc,j = valz hc,j and cldz fc,j = cldz hc,j , which gives Conditions (C3) and (C4).
Condition (C2) immediately follows from the fact that fc,k, k ∈ K, and hc,j satisfies
(C2). Since fc,j is a remainder modulo (λ − c)sc,j+mc,j , Condition (C5) is trivially
satisfied. Let us establish (C1). For all k ∈ K, since fc,k satisfies (C1) and since Lλ is
K[λ]-linear, one has

valz(Lλ((λ− c)sc,j+mc,j−sc,k−mc,kpk(λ)fc,k) mod (λ− c)sc,j+mc,j )

≥ valz(Lλ((λ− c)sc,j+mc,j−sc,k−mc,kfc,k) mod (λ− c)sc,j+mc,j )

= valz(Lλ(fc,k) mod (λ− c)sc,k+mc,k) > valz(a0)− µ1

Since hc,j satisfies (C1), we also have valz(Lλ(hc,j) mod (λ−c)sc,j+mc,j )) > valz(a0)−µ1

and we deduce from (14) that fc,j satisfies (C1).
It only remains to prove that we can choose the polynomials pk(λ) so that fc,j also

satisfies (C6). It follows from Lemma 21 that one only has to check Condition (C6) for
the integers k < j which belong to K. Let k1 > · · · > kt be an enumeration of the
elements of K and set, for any n ∈ {1, . . . , t}

f
[n]
c,j := hc,j +

n∑
i=1

(λ− c)sc,j+mc,j−sc,ki−mc,kipki(λ)fc,ki mod (λ− c)sc,j+mc,j

and f
[n]
c,j =

∑
v∈Q f

[n]
c,j,v(λ)z

v. Note that degλ f
[n]
c,j,−µkn

= degλ fc,j,−µkn
for any n ∈

{1, . . . , t}. Thus, fc,j satisfies (C6) if and only if, for any n ∈ {1, . . . , t},

(15) degλ f
[n]
c,j,−µkn

≤ sc,j +mc,j −mc,kn − 1

Let n ∈ {1, . . . , t}. Suppose that pk1 , . . . , pkn−1 have already been chosen. Let us prove
that we can choose pkn so that (15) holds. Since fc,kn satisfies (C3) and (C4) it follows
from (9) that the coefficient of z−µkn in fc,kn is of the form θ(λ)(λ − c)sc,kn , with

θ(λ) a unit of K[[λ − c]]. Write f
[n−1]
c,j,−µkn

= q0(λ) − q1(λ)(λ − c)sc,j+mc,j−mc,kn , with

degλ(q0) ≤ sc,j +mc,j −mc,kn − 1 and let pkn(λ) be the reduction modulo (λ− c)mc,kn

of q1(λ)θ(λ)
−1. Since

f
[n]
c,j = f

[n−1]
c,j + (λ− c)sc,j+mc,j−sc,kn−mc,knpkn(λ)fc,kn mod (λ− c)sc,j+mc,j

with such a choice for pkn , f
[n]
c,j,−µkn

satisfies (15). Thus, we may chose recursively the

polynomials pk1 , . . . , pkt so that (15) holds for any n ∈ {1, . . . , t}. For such a choice,
fc,j satisfies (C6). A fortiori, it is a reduced truncated solution associated with (c, j).
This proves Fact 3 and the fact that (i) implies (iii).

The fact that (iii) implies (ii) is immediate so it only remains to prove that (ii)
implies (i). Suppose that, for any pair (c, j) there exists a truncated solution fc,j . We
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decompose

Lλ =
m∑

n=0

Lc,n(λ− c)n,

where the operators Lc,n do not depend on λ. We also decompose

fc,j(λ, z) =

sc,j+mc,j−1∑
n=0

fc,j,n(z)(λ− c)n .

Fact 4. For all non-negative integer n ≤ sc,j +mc,j − 1, there exist θc,j,n(z) ∈ P such
that valz(θc,j,n − fc,j,n(z)) > −µ1 and

(16)

n∑
i=0

Lc,n−i(θc,j,i(z)) = 0 .

We proceed by induction on n.
Proof of the base case n = 0. Let n = 0 and let a∞(z) = −Lc,0(fc,j,0(z)). It follows
from (C1) that valz(a∞) > valz a0 − µ1. Then, it follows from Lemma 13 that there
exists yc,j,0 ∈ P, with valuation greater than −µ1 and such that Lc,0(yc,j,0) = a∞.
Thus, θc,j,0 = fc,j,0 + yc,j,0 has the properties we want.
Proof of the inductive step. Let n ≥ 1 and suppose that the assertion is proved with
n− 1. Let

a∞(z) = −Lc,0(fc,j,n(z))−
n−1∑
i=0

Lc,n−i(θc,j,i(z)).

Then

a∞(z) = −
n∑

i=0

Lc,n−i(fc,j,i(z))−
n−1∑
i=0

Lc,n−i(θc,j,i(z)− fc,j,i(z)).

Looking at the term in (λ−c)n in Condition (C1), it follows from (C1) that the first sum
has a valuation greater than valz a0−µ1. It is also the case of each term in the second
sum because valz Lc,n−i(θc,j,i(z)−fc,j,i(z)) ≥ valz Lλ(θc,j,i(z)−fc,j,i(z)) which is greater
than valz a0−µ1 by induction hypothesis and Lemma 12. Thus, valz a∞ > valz a0−µ1.
Then, it follows from Lemma 13 that there exists yc,j,n ∈ P, with valuation greater
than −µ1 and such that Lc,0(yc,j,n) = a∞. Thus, θc,j,n = fc,j,n+yc,j,n has the properties
we want. This proves the inductive step and, by induction, this proves Fact 4.

Let θc,j,n be given by Fact 4. Since valz(θc,j − fc,j) > −µ1 and valz fc,j ≤ −µ1 (see
(C4)), valz θc,j = valz fc,j = −µj and cldz θc,j = cldz fc,j . Then, the (λ− c)-adic valua-

tion of cldz θc,j is sc,j by (C3) and (9). Setting θc,j(λ, z) =
∑sc,j+mc,j−1

n=0 θc,j,n(z)(λ−c)n

and θc,j,n = 0 when n ≥ sc,j +mc,j , we infer from (16) that

L(θc,jeλ) = eλ

∞∑
n=0

n∑
i=0

Lc,n−i(θc,j,i(z))(λ− c)n ∈ (λ− c)sc,j+mc,jeλHK[[λ−c]]rat .

Thus, it follows from Theorem 16 that the functions

yc,j,i(z) = evλ=c

(
∂
sc,j+i
λ (θc,j(λ, z)eλ)

)
,

1 ≤ j ≤ κ, c ∈ K× attached to µj , 0 ≤ i ≤ mc,j − 1, form a basis of solutions of (1).
Since the θc,j ’s belong to P[λ], the equation is regular singular at 0 (see Proposition
7). Thus (ii) implies (i), which ends the proof of Theorem 20. □
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7. Algorithmic considerations: proof of Theorem 2

The algorithm mentioned in Theorem 2 is described at the end of this section, after
a first algorithm to compute reduced truncated solutions. Consider the map π which,
to any w ∈ Q associates the unique number π(w) such that valz Lλ(z

π(w)) = w, that is

(17) π(w) = max

{
w − valz ai

pi
: 0 ≤ i ≤ m

}
6.

Algorithm 1: An algorithm to determine the existence of reduced truncated
solutions.
Input: An operator L of the form (2) such that the equation Ly = 0 satisfies

(A1) and (A2). A slope µj of N (L). An exponent c attached to this
slope. The integers sc,j and mc,j . The least common multiple d of the
denominators of the slopes of N (L), as defined in Section 6.

Output: Whether there exists a reduced truncated solution associated with
(c, j).

Let r be the reduction of (9) modulo (λ− c)sc,j+mc,j .
Set f := rz−µj .
Set g := Lλ(f) mod (λ− c)sc,j+mc,j .
Set v := π(valz g).
while v ≤ −µ1 do

if v /∈ 1
dZ then

return False.
end

else
Set α := cldz Lλ(z

v) and β := cldz g.
if there exists h ∈ K[λ] such that

• degλ h ≤ sc,j +mc,j − 1− valλ−c(α)
• β = αh mod (λ− c)sc,j+mc,j

then
Set f to f − hzv.
Set g := Lλ(f) mod (λ− c)sc,j+mc,j .
Set v := π(valz g).

end

else
return False.

end

end

end
return True.

Remark. In Algorithm 1, f represents the construction monomials by monomials of a
reduced truncated solution associated with (c, j). If there exists a reduced truncated
solution fc,j and we are at some intermediate step, we have valz(fc,j − f) = π(valz g)
where g = Lλ(f) mod (λ − c)sc,j+mc,j . That is, the monomial we must add to f at

the next step is of the form γzπ(valz g), with γ ∈ K[λ].

Proposition 23. Let (c, j) be such that c is an exponent attached to the slope µj.
Algorithm 1 determines whether there exists a reduced truncated solution associated

6More properties of this map can be found in [FR24a, Section 3.4]).
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with (c, j). Its complexity is

O(pmmν2)

where ν = maxi valz ai(z).

Proof. Until the end of the proof we let

(vi)i≥1, (fi)i≥1, (gi)i≥1, (hi)i≥1, (αi)i≥1, (βi)i≥1,

denote the successive values taken by v, f, g, h, α and β. We first prove that the algo-
rithm stops after finitely many steps. Suppose that the “While” loop was already called
i times. If either vi > −µ1 or vi /∈ 1

dZ, the algorithm stops. Assume that vi ≤ −µ1

and that vi ∈ 1
dZ. If there exists no h such that degλ h ≤ sc,j +mc,j − 1− valλ−c(αi)

and αih = βi mod (λ− c)sc,j+mc,j then the algorithm stops. Suppose on the contrary
that such a h exists. Then hi = h and fi+1 = fi − hiz

vi . By definition of the map π,
we have valz gi = valz Lλ(z

vi), see (17). Then, there exists θ such that valz θ > valz gi
and such that the following holds, modulo (λ− c)sc,j+mc,j :

gi+1 = Lλ(fi+1) = gi − hiLλ(z
vi) = gi − hiαiz

valz gi + θ = gi − cldz giz
valz gi + θ .

Thus,

(18) valz gi+1 > valz gi and vi+1 = π(valz gi+1) > π(valz gi) = vi .

In particular, the sequence (vi)i≥1 is increasing. Since the vi’s can only take d(µj −
µ1) + 1 distinct values – the elements of 1

dZ ∩ [−µj ,−µ1] – the algorithm stops after
finitely many steps. Let t be the number of steps. We have t ≤ d(µj − µ1) + 1.

Let us now prove that the algorithm is correct. Suppose that there exists a reduced
truncated solution fc,j associated with (c, j). Let γ0 = −µj < γ1 < · · · < γs ≤ −µ1 be
such that suppz fc,j = {γ0, . . . , γs} and write

fc,j =
s∑

k=0

fc,j,k(λ)z
γk

where the polynomials fc,j,k(λ) ∈ K[λ] have degree at most sc,j +mc,j − 1. We prove
by induction on i ∈ {1, . . . , s+ 1} that

(19) fi =

i−1∑
k=0

fc,j,k(λ)z
γk .

It will follow that the number t of steps is equal to s + 1 and that γi = vi for any i,
1 ≤ i ≤ s+ 1.
Proof of the base case i = 1. When i = 1, (19) follows from (C3) and (C4).
Proof of the inductive step. Suppose that (19) holds for some i, 1 ≤ i ≤ s. Then,

fi+1 = fi − hiz
vi =

i−1∑
k=0

fc,j,k(λ)z
γk − hiz

vi mod (λ− c)sc,j+mc,j .

Then, we only have to prove that vi = γi and

(20) hi = −fc,j,i mod (λ− c)sc,j+mc,j .
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By induction hypothesis and definition of gi we have

gi = Lλ

(
i−1∑
k=0

fc,j,k(λ)z
γk

)
mod (λ− c)sc,j+mc,j

= Lλ (fc,j)− Lλ

(
s∑

k=i

fc,j,k(λ)z
γk

)
mod (λ− c)sc,j+mc,j(21)

From Condition (C6) and Lemma 21, for any k > 0,

degλ−c Lλ (fc,j,k(λ)z
γk) = degλ−c fc,j,k(λ)Lλ (z

γk) < sc,j +mc,j .

Thus

(22) valz
(
Lλ (fc,j,k(λ)z

γk) mod (λ− c)sc,j+mc,j
)
= valz Lλ(z

γk) .

Thus, by definition of π,

π
(
valz

(
Lλ (fc,j,k(λ)z

γk) mod (λ− c)sc,j+mc,j
))

= γk .

From Condition (C1) and the definition of π, for any k with 0 ≤ k ≤ i− 1, we have

(23) π
(
valz

(
Lλ(fc,j) mod (λ− c)sc,j+mc,j

))
> π(valz a0 − µ1) = −µ1 > γk.

It follows from (21), (22) and (23) that

vi = π(valz gi) = π

(
valz

(
Lλ

(
s∑

k=i

fc,j,k(λ)z
γk

)
mod (λ− c)sc,j+mc,j

))
= γi ,

and

βi = cldz gi = − cldz

(
Lλ

(
s∑

k=i

fc,j,k(λ)z
γk

)
mod (λ− c)sc,j+mc,j

)
= − cldz

(
Lλ(fc,j,i(λ)z

γi) mod (λ− c)sc,j+mc,j
)

= −fc,j,i(λ)αi mod (λ− c)sc,j+mc,j .

Since βi = hiαi mod (λ− c)sc,j+mc,j we obtain that

(fc,j,i + hi)αi mod (λ− c)sc,j+mc,j = 0 .

Since fc,j,i and hi have degree at most sc,j + mc,j − valλ−c(αi) − 1 in λ − c, (20)
holds for i + 1. This proves the inductive step and, by induction, (19) holds for any
i ∈ {1, . . . , s+ 1}.

In the other direction, suppose that the algorithm returns “True”. Then, it builds a
Puiseux polynomial f = ft. At the time the algorithm stops, we have v = valz g > −µ1,
since it does not return “False”. Thus

valz
(
Lλ(f) mod (λ− c)sc,j+mc,j

)
> −µ1

and f satisfies Condition (C1). By construction it also satisfies Conditions (C2) to (C5).
Eventually it follows from the construction of the polynomials h at each step and from
Lemma 21 that it satisfies Condition (C6).

Now, we compute the complexity. The remainder r can be computed inO(sc,j+mc,j)
which is a O(m), for one only has to consider the first sc,j +mc,j terms in the power
series expansion of (9) in λ− c. At each step, we only need to compute the coefficients
of Lλ(f) up to valz a0 − µ1. For a rational number v ≥ −µj , the computation of the
coefficients of Lλ(z

v) up to valz a0 − µ1 has the same complexity as the number of
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points of the Newton polygon of Lλ which are above the line with slope −v passing
through the point (0, valz a0 − µ1). This number of points is

O(m(valz a0 − µ1) + pmµj).

However, valz a0 ≤ ν, µ1 ≥ − ν
p−1 and µj ≤ ν

pm−1(p−1)
. Thus, the number of points

is in O(mν). Thus, if we keep in memory the computation of the previous Lλ(f),
the computation of Lλ(f) at the next step requires O(mν) operations. Then, the

computation of v, α, β and β
α are in O(1). Furthermore, there are at most d(µj−µ1) =

O(dν) steps. Since d ≤ pm, this concludes the proof. □

We may now prove Theorem 2. Precisely, we prove that Algorithm 2, which is based
on Theorem 20, determines whether a Mahler equation is regular singular or not. We
then prove that it has the expected complexity.

Algorithm 2: An algorithm to determine if a Mahler equation is regular sin-
gular at 0.

Input: A p-Mahler equation of the form (1).
Output: Whether this equation is regular singular at 0 or not.
if some of the ai’s do not belong to K[[z]] then

Let δ be such that ai ∈ K((z1/δ)).
Let v = mini valz ai(z

δ).
Run the next steps of the algorithm with the following p-Mahler equation

(24) z−va0(z
δ)f(z) + z−va1(z

δ)f(zp) + · · ·+ z−vam(zδ)f(zp
m
) = 0 .

end
Set L the operator of the form (2) associated with this equation.
Compute the slopes of N (L), the exponents attached to these slopes, their
multiplicities and the least common denominator d of their denominators.

if the denominator of one of the slopes is not relatively prime with p then
return False.

end

for each j and each exponent c attached to µj do
if Algorithm 1 with inputs (L, µj , c, sc,j ,mc,j , d) returns “False” then

return False
end

end
return True

Proof of Theorem 2. At the end of the first “if” of Algorithm 2, the equation we are
working with satisfies the condition (A1) given by Definition 18. Since the p-Mahler
equation (1) is regular singular at 0 if and only if the p-Mahler equation (24) is, we
might suppose that the initial equation satisfies (A1).

Suppose that the algorithm returns “True”. In particular, the condition in the
second “if” is not satisfied, that is, the p-Mahler equation satisfies (A2) and each call
of Algorithm 1 returns “True”. Then, it follows from Proposition 23 that, associated
with each pair (c, j), we have a reduced truncated solution. Thus, it follows from
Theorem 20 that the equation is regular singular at 0. Conversely, suppose that the
equation is regular singular at 0. It follows from Theorem 3 that the condition in
the second “if” is not satisfied. In particular, the equation satisfies (A2). It then
follows from Theorem 20 that we can associate a reduced truncated solution with each
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pair (c, j). Thus, from Proposition 23, each call of Algorithm 1 returns “True” and,
eventually, Algorithm 2 returns “True”.

Suppose that the initial equation satisfies (A1). The computation of the slopes of
the Newton polygon and the associated characteristic polynomials is in O(m). Then,
since K is algebraically closed, determining the nonzero roots of these characteristic
polynomials and their multiplicities can be done in O(m). Checking if the denominator
of each slope is relatively prime with p can be done in O(m). Suppose that the condtion
in the second “if” is not satisfied. Then, Algorithm 2 calls Algorithm 1 at most m
times. Thus, it follows from Proposition 23 that it has complexity

O
(
m2ν2pm

)
.

□

Remark. Proposition 7 can in fact be refined: when the system is regular singular at
0, there is a basis of solutions of the form ec

∑
j hi,c,jℓ

j , with c attached to some slope
of the Newton polygon. Then, using the reduced truncated solutions built at each
call of Algorithm 1, one can compute the first coefficients of the Puiseux polynomials
hi,c,j . One could also adapt the algorithm of [CDDM18] to perform this task (see the
discussion in [FP22, p. 2920–2921]).

8. Running Algorithm 2 on an example

We propose to run Algorithm 2 on the 2-Mahler equation

(25) z8f(z4)− (z2 + z3 + z7)f(z2) + (1 + z)f(z) = 0 .

Here, we takeK = Q and p = 2. Since the equation has coefficients inK[[z]], Algorithm
2 directly computes the slopes of the Newton polygon of (25), the exponents attached
to these slopes and their multiplicities. The Newton polygon is drawn in the left-hand
side of the figure below. It has two slopes which are µ1 = 2 and µ2 = 3. The associated
characteristic polynomials are

χ1(λ) = 1− λ, χ2(λ) = −λ+ λ2 .

Thus, c = 1 is the only exponent attached to some slope, and we have m1,1 = m1,2 = 1,
s1,1 = 0, s1,2 = 1. Since the least common multiple of the denominators of the slopes
is d = 1 and is relatively prime with p = 2, Algorithm 2 calls Algorithm 1 with
(c, j) = (1, 1) and (c, j) = (1, 2).

Call of Algorithm 1 with (c, j) = (1, 1). Algorithm 1 computes the reduction r of
r1,1(λ) modulo (λ− 1). We have r = −1. Then, it sets f := rz−2 = −z−2 and

g := Lλ(f) mod (λ− 1) = z3 − 1 .

Then it sets v := π(valz g) = π(0) = 0. Since v = 0 > −2 = −µ1, Algorithm 1 stops
and returns “True”.

Call of Algorithm 1 with (c, j) = (1, 2). Algorithm 1 computes r1,2(λ) modulo (λ−1)2:

r1,2(λ) = λ−1 1

a0,0

(λ− 1)

1
= λ−1(λ− 1) ≡ λ− 1 mod (λ− 1)2 .

Then, it sets f := (λ− 1)z−3 and

g := Lλ(f) mod (λ− 1)2

= (λ− 1)(λ2z8z−12 − λ(z2 + z3 + z7)z−6 + (1 + z)z−3) mod (λ− 1)2

= (λ− 1)(z−2 − z) .
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Then, it sets v := π(valz g) = π(−2) = −2. We have v ≤ −µ1 = −2 and v ∈ 1
dZ, where

d = 1. Then, the algorithm sets α := cldz Lλ(z
−2) = 1−λ, b := cldz(g) = λ−1. Thus,

it sets h := −1 so that hα = β. Then it replaces f with

f − hzv = (λ− 1)z−3 + z−2 .

Then, is sets g to a new value:

g := Lλ(f) mod (λ− 1)2 = Lλ((λ− 1)z−3 + z−2) mod (λ− 1)2

= (λ− 1)(−z−1 + 2− z − z3) + 1− z3,

and set v := π(valz g) = π(−1) = −1. We have v = −1 > −µ1 = −2. Thus,
Algorithm 1 stops and returns “True”.

End of the execution of Algorithm 2. Since no call to Algorithm 1 has returned “False”,
Algorithm 2 returns “True” and the system is regular singular at 0.

Remark 24. In [FP22], we asked for a characterization of operators of the form (2)
regular singular at 0 whose inverse a0ϕ

m
p + a1ϕ

m−1
p + · · · + am−1ϕp + am = 0 also is.

The equation (25) is regular singular at 0, as we have just seen. Using Algorithm 2 we
leave to the reader to check that so is its inverse

z8f(z)− (z2 + z3 + z7)f(z2) + (1 + z)f(z4) = 0 .

In the meantime, when α ∈ C \ {1}, the 2-Mahler equation

z8f(z4)− (z2 + z3 + αz7)f(z2) + (1 + z)f(z) = 0

has the same Newton polygon than Equation (25) and is regular singular at 0. However,
its inverse

z8f(z)− (z2 + z3 + αz7)f(z2) + (1 + z)f(z4) = 0

is not regular singular at 0, as one could check using Algorithm 2 (see also the remark
below). This emphasizes the fact that such a property cannot be read from the Newton
polygon.

1
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The Newton polygons associated with Equation (25) (on the left) and its
inverse equation (on the right).

Remark 25. Let us end with some heuristic about regular singular equation, by ex-
plaining why the operator M = z8 − (z2 + z3 + αz7)ϕ2 + (1 + z)ϕ2

2 from Remark 24 is
not regular singular at 0 when α ̸= 1 while it is when α = 1. The associated Newton
polygon has two slopes, −6 and −1 with multiplicity one and exponent c = 1. We
know that there is a truncated solution associated with the first slope, from Lemma 28
below. Assume that there is a truncated solution associated with the second slope.
We choose its coefficients by induction. From Condition (C4), it would have valuation
1. For any non-zero a ∈ K[[λ− 1]],

Mλ(az
1) ≡ (1− α)az9 mod (λ− 1).
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When α ̸= 1 the first slope of the Newton polygon of the inhomogeneous equation
M(y) = −(1 − α)az9 is equal to 7

2 . Since its denominator is not coprime with 2, we
cannot build this truncated solution. Thus, the operator is not regular singular at 0.
On the contrary, when α = 1, such an obstruction does not exists and we can build
this truncated solution. Thus, the operator is regular singular at 0. Since the Newton
polygon does not depend on the value of α, this emphasizes the fact that, contrary to
the differential case, the property of being regular singular cannot be read from the
Newton polygon associated with a Mahler equation.

Remark 26. Continue with the operator M and set α = 1 so that the equation is
regular singular at 0. Consider the function g1,2(λ, z) associated with c = 1 and with
the second slope µ2 = −1. One can check that

g1,2(λ, z) =
λ− 1

λ
z +

(λ− 1)2

λ
z

3
2 +O(z2) .

Since the least common denominator d of the slopes of N (M) is equal to 1 and since
g1,2 /∈ K((z))(λ), g1,2 is not a Puiseux series in z, although the equations is regular
singular at 0.

9. Newton polygons with one slope

As an application of Theorem 20, we study here the case of equations whose Newton
polygon has only one slope. We prove that they are always regular singular at 0.

Proposition 27. Consider a p-Mahler equation over P of the form (1) for which the
associated Newton polygon has only one slope. Then the Mahler equation is regular
singular at 0.

The proposition immediately follows from Theorem 20 and the following lemma.

Lemma 28. Consider a p-Mahler equation over P of the form (1). Let c be an
exponent attached to the first slope µ1 of the associated Newton polygon. Then, the
unique solution gc,1(λ, z) of Equation (8) belongs to PK(λ).

In particular, for any c attached to the first slope, there exists a truncated series
fc,1 associated with (c, 1).

Proof. By definition of θ1, introduced at the beginning of Section 4, we have θ1 =
valz a0 − µ1. Let rc,1(λ) be defined by (9). Set

a∞(λ, z) = −Lλ(rc,1(λ, z)z
−µ1) + zθ1(λ− c)sc,j+mc,j .

By (10), we have valz a∞(λ, z) > θ1 = valz(a0(z))− µ1 and it follows from Lemma 13
that the equation Lλ(y) = a∞(λ, z) has a Puiseux solution h ∈ PK(λ). Then

Lλ(rc,1z
−µ1 + h) = Lλ(rc,1(λ, z)z

−µ1) + Lλ(h)

= Lλ(rc,1(λ, z)z
−µ1) + a∞(λ, z)

= zθ1(λ− c)sc,j+mc,j .

Thus rc,1z
−µ1 + h satisfies (8). Since, from [Roq24, Proposition 22], there is only one

solution to (8), we have rc,1z
−µ1 + h = gc,1. In particular, gc,1(λ, z) ∈ PK(λ). □

Remark 29. An equation is said to be Fuchsian at 0 if the associated companion matrix
AL, defined by (3), is well-defined and non-singular at 0. It is not difficult to prove
that the following assertions are equivalent:

• the equation is Fuchsian at 0;
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• the associated Newton polygon has only one slope which is null;
• valz a0 = valz am = min0≤i≤m valz ai.

10. Regular singularity at 0 for large p

Consider a p-Mahler equation (1) with ai ∈ K[[z]] and p > maxi(valz(ai)). Suppose
that the equation is regular singular at 0. According to Corollary 5, one of the following
holds:

• the Newton polygon has only one slope;
• it has exactly two slopes, the second one being null.

This section is organized as follows. We first prove Corollary 5. The case when the
Newton polygon has only one slope was the subject of the previous section. We study
the case with two slopes in Section 10.2. Finally, we prove Theorem 6.

10.1. Proof of Corollary 5. Suppose that the Newton polygon of the equation has
two slopes or more. The left and right endpoints of the edge corresponding to the
second slope are respectively (pi, valz ai) and (pj , valz aj), for some integers i, j with
1 < i < j ≤ m. The associated slope is

µ2 =
valz aj − valz ai

pj − pi
.

Since the system is regular singular at 0, it follows from Theorem 3 that the denomi-
nator of µ2 is relatively prime with p. Thus, p must divide valz aj − valz ai. However,
since p > max{valz aj , valz ai}, we must have valz ai = valz aj , that is µ2 = 0.

Suppose that there is a third slope. Arguing as previously, we obtain µ3 = 0, which
contradicts the fact that µ3 > µ2. Thus, the Newton polygon has at most two slopes
and, in that case, it follows from the first part of the proof that its second slope is null.

□

10.2. Newton polygons with two slopes. In this section, we consider a p-Mahler
equation (1) and its associated operator L, which satisfy the following assumptions :

(i) ai(z) ∈ K[[z]] ;
(ii) p > maxi valz(ai) ;
(iii) the Newton polygon N (L) has two slopes, the second one being null.

Without loss of generality, we may also assume mini valz ai = 0, otherwise we may
divide each of the power series aj with zmini valz ai . We let k ∈ [1,m− 1] be the integer

such that the point (pk, valz(ak)) is the right endpoint of the edge corresponding to
the first slope. Since N (L) has two slopes and the second slope is null, we have
valz(ak) = valz(am) = 0 and valz a0 ≥ 1.

For every integer i ∈ [0,m], we write ai(z) =
∑∞

n=0 ai,nz
n and let

ai(z) :=

valz(a0)∑
n=0

ai,nz
n .

Recall that k ∈ [1,m − 1] and 1 ≤ valz(a0) < p. Since valz(a0)
pk−1

= −µ1, we have

−µ1 ∈ (0, 1]. Moreover −µ1 = 1 if and only if k = 1 and valz(a0) = p− 1.

Proposition 30. We continue with the assumptions (i) to (iii). The equation (1) is
regular singular at 0 if and only if for any exponent c attached to the slope µ2 = 0, we
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have

(26)

m∑
i=0

ai(z)λ
i ∈ (λ− c)mc,2K[λ, z].

Proof. We consider the operator

L := am(z)ϕm
p + · · ·+ a1(z)ϕp + a0(z) ,

so that we may write

L = L+ zvalz(a0)+1L ,

for some operator L over K[[z]]. With this notation, (26) can be rewritten

(27) Lλ(1) ∈ (λ− c)mc,2K[λ, z] .

Assume that (1) is regular singular at 0 and let c be attached to µ2. From Theorem 20
there exists a truncated solution fc,2 associated with (c, 2). The least common multiple

of the denominators of the slopes is in this case d = pk − 1, the denominator of the
first slope. Using Condition (C2), we can write

fc,2(λ, z) = p0(λ) + zp1(λ) + q1(λ)z
1

pk−1 + · · ·+ qpk(λ)z
pk

pk−1︸ ︷︷ ︸
=:q(λ,z)

.

Let γ ∈ Q have some denominator δ relatively prime with p. Then, the operator Lλ

sends zγ to a linear combination over K[λ] of some zµ, with µ ∈ Q some rational
numbers whose denominators are also equal to δ. Thus, the only terms which are
integer powers of z in the sum

Lλ(fc,2(λ, z)) = p0(λ)Lλ(1) + p1(λ)Lλ(z) + Lλ(q(λ, z))

are the one coming from p0(λ)Lλ(1) + p1(λ)Lλ(z). Since fc,2 satisfies (C1) and since
−µ1 > 0 it follows that

(28) valz
(
p0(λ)Lλ(1) + p1(λ)Lλ(z) mod (λ− c)sc,2+mc,2

)
> valz a0 .

Let us prove that

(29) valz
(
p0(λ)Lλ(1) mod (λ− c)sc,2+mc,2

)
≥ valz a0 + 1 > valz a0 .

It is immediate when p1(λ) = 0. When p1 ̸= 0, then −µ1 = 1 and we must have k = 1
and valz a0 = p− 1. Thus

valz(p1(λ)Lλ(z)) ≥ p = valz a0 + 1 = valz a0 − µ1 .

Thus, (29) follows from (28).
Since the degree in z of Lλ is at most valz a0, (29) implies that

(30) p0(λ)Lλ(1) mod (λ− c)sc,2+mc,2 = 0 .

Thus

(31) p0(λ)Lλ(1) = (λ− c)sc,2+mc,2Q(λ, z) for some Q(λ, z) ∈ K[λ, z] .

However, p0(λ) = cldz(fc,2(λ, z)). Then, it follows form (C3) and the definition of
rc,2(λ) that valλ−cp0(λ) = sc,2. Dividing by p0(λ) in (31), we obtain (27).

Let us now prove the converse implication. Assume that (26) holds. Assume first
that −µ1 < 1. Let us check that fc,2(λ, z) = rc,2(λ) mod (λ−c)mc,2+sc,2 is a truncated
solution associated with (c, 2) (though it does not depend on z):

• It follows from (26) and the fact that valλ−c(fc,2(λ, z)) ≥ sc,2 that (C1) is
satisfied;
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• Conditions (C2), (C3) and (C5) are trivially satisfied;
• Condition (C4) follows from the fact that µ2 = 0.

Assume now that −µ1 ≥ 1. Since −µ1 ≤ 1 (see the explanation before Proposition 30),
then −µ1 = 1 and valz a0 = p−1. Write rc,2(λ) = θ(λ)(λ−c)sc,2 , with θ(λ) ∈ K[[λ−c]].
By definition of the characteristic polynomial χ1, we may write χ1(λ) = κ(λ)(λ−c)sc,2

with κ(λ) ∈ K[λ− c] such that κ(c) ̸= 0. We claim that

fc,2(λ, z) := rc,2(λ)− zθ(λ)κ(λ)−1
m∑
i=0

ai,pλ
i mod (λ− c)mc,2+sc,2

is a truncated solution associated with (c, 2). Let us check this.

• Since−µ1 = 1, cldz Lλ(z) = χ1(λ), by Lemma 11. Furthermore, valz Lλ(z) = p.
Thus, modulo (λ − c)mc,2+sc,2 and modulo zp+1 = zvalz a0−µ1+1, the following
holds

Lλ(fc,2(λ, z)) ≡ rc,2(λ)

(
Lλ(1)− zp

m∑
i=0

ai,pλ
i

)
≡ rc,2(λ)Lλ(1) ≡ 0.

Let us prove the first congruence. We have

Lλ(fc,2(λ, z)) = rc,2(λ)Lλ(1)−
(
θ(λ)κ(λ)−1

m∑
i=0

ai,pλ
i mod (λ− c)mc,2+sc,2

)
Lλ(z) .

Moreover, Lλ(z) is χ1(λ)z
p modulo zp+1, that is κ(λ)(λ− c)sc,2zp and we con-

clude using the definition of θ(λ): rc,2(λ) = θ(λ)(λ−c)sc,2 . The last congruence
above follows from the fact that valλ−c(rc,2(λ, z)) ≥ sc,2 and from (26). Thus,
(C1) is satisfied.

• Conditions (C2) to (C5) follow immediately.

Thus, in both situations, fc,2 is a truncated solution associated with (c, 2). Since the
same may be done for any c attached to the slope µ2 = 0 and since, from Lemma 28,
there exists a truncated solution associated with (c, 1) for any c attached to the slope
µ1, it follows from Theorem 20 that the equation is regular singular at 0. □

10.3. Proof of Theorem 6. We are now ready to prove Theorem 6. Without any
loss of generality, we may and will suppose that min valz ai = 0.

Suppose that the equation is regular singular at 0 when p is equal to some integer
p1 > maxi valz ai. Then, it follows from Corollary 5 that its Newton polygon has
either one slope or two slopes, the second one being null. We study separately both
situations.

Case 1: The Newton polygon has only one slope. We consider two subcases.

Subcase 1.1: valz a0 ≥ valz am. Then valz am = minj valz aj = 0 and, since the Newton
polygon has only one slope, for every integer i ∈ [1,m− 1],

valz ai − valz a0
pi1 − 1

≥ − valz a0
pm1 − 1

.

This can be reformulated as

(32) valz ai ≥ valz a0

(
1− pi1 − 1

pm1 − 1

)
.
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Furthermore, since p1 > valz a0, we have

valz a0
pi1 − 1

pm1 − 1
<

pi+1
1 − p1
pm1 − 1

< 1 .

Then, it follows from (32) that valz ai > valz a0 − 1. Since valz ai is an integer we
eventually obtain valz ai ≥ valz a0. Thus, for any p ≥ 2, the Newton polygon has only
one slope and it follows from Proposition 27 that the equation is regular singular at 0
for any p ≥ 2. This proves Subcase 1.1.

Subcase 1.2: valz a0 < valz am. Since the Newton polygon with the Mahler parameter
p1 has only one slope here, then valz a0 = min valz ai = 0 (see the beginning of this
proof) and valz ai ≥ 1 for any i ∈ [1,m]. It follows that, for any p ≥ valz am and any
i ∈ [1,m],

valz ai − valz a0
pi − 1

≥ 1

pi − 1
≥ 1

pm−1 − 1
≥ p

pm − 1
≥ valz am

pm − 1
=

valz am − valz a0
pm − 1

.

Hence, for any p ≥ valz am, the line from (1, valz a0) to (pm, valz am) is an edge of the
Newton polygon with parameter p. Thus, it has only one slope and it follows from
Proposition 27 that the equation is regular singular at 0. This proves Subcase 1.2.

Case 2: The Newton polygon has two slopes, the second one being null. Reasoning
as in Subcase 1.1 for each one of the two slopes, we obtain that, for any p ≥ 2 the
Newton polygon has two slopes, the second one being null. Since the equation is
regular singular at 0 when p is equal to p1, it follows from Proposition 30 that

m∑
i=0

ai(z)λ
i ∈ (λ− c)mc,2K[λ, z]

for all exponent c attached to the slope µ2 = 0. However, the above expression do
not depend on the integer p. Thus, it holds for any p ≥ 2. Thus, it follows from
Proposition 30 that the equation is regular at 0 for any p > maxi valz ai. This ends
the proof of Theorem 6.
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