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Abstract. Honda, Izawa and Suwa define Čech-Dolbeault represen-
tation of hyperfunctions and an embedding of distributions to the space of
hyperfunctions. With this embedding, we can regard C∞ functions as hyper-
functions in the framework of Čech-Dolbeault cohomology.

This article aims to characterize a Čech-Dolbeault representative which
corresponds to the image of the embedding of a C∞ function, and also to
construct the inverse map of the embedding of C∞ functions.

1. Introduction

Hyperfunctions play an essential role in the theory of linear partial differential equa-
tions. Mikio Sato invented the hyperfunction theory in 1958 (Sato[14],[15]), and this
theory founded the field of mathematics known as algebraic analysis (see Sato-Kawai-
Kashiwara[16], Kashiwara-Kawai-Kimura[6], Kashiwara-Schapira[7],[8]). The sheaf of
hyperfunctions is defined by local cohomology with coefficients in the holomorphic func-
tions. A section of the sheaf cohomology is usually calculated by employing the theory
of Čech cohomology, and Čech representation of hyperfunctions is well-researched sub-
ject (see Kashiwara-Kawai-Kimura[6], Kaneko[5], Aoki-Kataoka-Yamazaki[1], Komori-
Umeta[11]). However, to manipulate the hyperfunction theory, we often have to use
sophisticated techniques of complex analysis in several variables. Recently, N. Honda,
T. Izawa and T. Suwa introduce a new representation of hyperfunctions in Honda-Izawa-
Suwa[2] based on the theory of Čech-Dolbeault cohomology.

LetM be a real analytic, n-dimensional, oriented manifold andX its complexification.
In Čech representation, a hyperfunction is represented by a formal sum of holomorphic
functions such as

⊕
i(−1)iF̂i. On the other hand, the Čech-Dolbeault representative of

a hyperfunction is a pair of C∞ differential forms (µ1, µ01), where µ1 is a (0, n)-form on
X, and µ01 is a (0, n− 1)-form on X \M . Remarkably, only two differential forms suffice
to represent a hyperfunction. Additionally, by the softness of the sheaf of C∞ forms, we
can employ helpful tools such as cutoff functions or partitions of unity.

Since Honda-Izawa-Suwa[2] defines an embedding of distributions, we can regard C∞

functions as hyperfunctions in Čech-Dolbeault representation. This article aims to char-
acterize a Čech-Dolbeault representative which corresponds to the image of a C∞ function

2020 Mathematics Subject Classification. Primary 32A45; Secondary 32C35, 32C36, 46F05, 46F15
.

Key Words and Phrases. hyperfunction, Čech-Dolbeault cohomology, boundary value morphism.



2 T. Nishida

by the embedding map and also to construct the inverse map of the embedding of C∞

functions.
In Čech representation, an inverse map of the embedding of C∞ functions is defined by

a sum of limits
⊕

i(−1)iF̂i(x+
√

−1 y) →
∑

i(−1)iF̂i(x) (y → 0). Morimoto and Kaneko
established this inverse map in Čech representation (Morimoto[13], Kaneko[5]). However,
since non-trivial Čech-Dolbeault representatives always diverge on M , we cannot consider
the limit lim

r→0
µ01(x +

√
−1 rω) as the one for a Čech representative. To overcome this

difficulty, we introduce a new class of forms called “quasi-Whitney”, for which we can
consider the limit of the form in an appropriate sense. In Lemma 4.14, we show that there
always exists a representative belonging to the quasi-Whitney class for the hyperfunction
image of a C∞ function. Following this, for such a representative, we provide a simple
expression of the inverse map in Theorems 4.10 and 4.11, which is our main result.

The article is organized as follows: In Section 2, we recall notations and definitions
of hyperfunctions and hyperforms.

In Section 3, we recall hyperfunctions and their representations. Firstly, in Sub-
section 3.1, we prepare Čech-Dolbeault representation of hyperfunctions. Next, Sub-
section 3.2 explains the relationship between Čech representation and Čech-Dolbeault
representation. Then, in Subsection 3.3, we introduce infinitesimal wedges and a twisted
Radon kernel, which plays an important role in the definition of an embedding of dis-
tributions in Čech representation. Lastly, in Subsection 3.4, we define an embedding of
distributions in Čech-Dolbeault representation.

Section 4 treats the main subject of our article. Subsections 4.1 and 4.2 are prepara-
tions for Subsection 4.3. Subsection 4.1 defines limits of (n − 1)-forms. Subsection 4.2
gives an inverse map of C∞ functions with compact support. Subsection 4.3 shows our
main results, which are Theorems 4.10 and 4.11. These theorems give a simple expres-
sion of the inverse of the embedding map, where the limits of forms are essential for this
expression.

2. Preliminary

2.1. Notations
Notation 2.1 Let X be a topological space. Op(X) denotes the set of open subsets in
X. For any subset K ⊂ X, we write an interior of K as Int(K). For any V, V ′ ∈ Op(X),
V ′ ⊂⊂ V means that V ′ is a relatively compact subset of V .

Notation 2.2 For any subset K in a topological space X and for any sheaf F on X,
we define F [K] by

F [K] = lim−→
K⊂U

F (U),

where U ⊂ X runs through open neighborhoods of K. This means that F [K] is a set of
sections defined in open neighborhoods of K.

Let M be a real analytic manifold of dimension n and X its complexification.

Remark 2.3 In this article, we assume that manifolds are always countable at infinity,
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and that sheaves are always those of abelian groups.

Notation 2.4 For any U ∈ Op(M) and for any V ∈ Op(X), we say that V is a complex
neighborhood of U if U ⊂ V and U is a closed set in V . Moreover, if a complex
neighborhood V of U is a Stein open set, we call V a Stein neighborhood of U .

Notation 2.5 ZM (resp. ZX) denotes the sheaf of Z valued locally constant functions
on M (resp. X).

Notation 2.6 We define AM to be the sheaf of real analytic functions on M and OX

to be the sheaf of holomorphic functions on X.

Remark 2.7 For any U ∈ Op(M), we define the sections of real analytic functions on
M by

AM (U) = lim−→
V

OX(V ),

where V runs through complex neighborhoods of U .

Definition 2.8 Let K be a closed set in M . We define DbM as the sheaf of distributions
on M and also define DbK to be the sheaf of distributions supported by K.

Notation 2.9 For any p, q ∈ {0, 1, · · · , n}, we define that A
(p)

M is the sheaf of real
analytic p-forms on M , O

(p)
X is the sheaf of holomorphic p-forms on X, and E

(p,q)
X is

the sheaf of C∞ (p, q)-forms on X. For other p, q ∈ Z, we set A
(p)

M = 0, O
(p)
X = 0 and

E
(p,q)
X = 0.

Remark 2.10 A
(0)

M (resp. O
(0)
X ) is nothing but AM (resp. OX).

Notation 2.11 The symbol •̂ means to omit the corresponding letter in a sequence or
a family of sets, etc. For example, we employ the following notations:

• (i0, i1, · · · , î`, · · · , ik) = (i0, i1, · · · , i`−1, i`+1, · · · , ik),

• V0 ∩ V1 ∩ · · · ∩ V̂` ∩ · · · ∩ Vk = V0 ∩ V1 ∩ · · · ∩ V`−1 ∩ V`+1 ∩ · · · ∩ Vk,

where k, ` ∈ Z≥0 = {i ∈ Z | i ≥ 0}, ` ≤ k, (i0, i1, · · · , ik) ∈ {0, 1, · · · , n}k+1 and
V0, V1, · · · , Vk ∈ Op(X).

2.2. Hyperfunctions and hyperforms
LetM be a real analytic, n-dimensional, oriented manifold andX its complexification,

and let U ∈ Op(M) and V ∈ Op(X) such that V is a complex neighborhood of U .

Notation 2.12 (Relative cohomology) For any sheaf F on X and for any k ∈ Z,
Hk

U (V ; F ) denotes the k-th relative cohomology group of F with supports in U .

See Kashiwara-Kawai-Kimura[6] for the relative cohomology groups of a sheaf.

Definition 2.13 (Hyperfunctions) We define the space of hyperfunctions on U by

BM (U) = Hn
U (V ; OX) ⊗

ZM (U)
orM/X(U),
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where orM/X(U) = Hn
U (V ;ZX) is the sections of the relative orientation sheaf on U .

Definition 2.14 (Hyperforms) The space of p-hyperforms on U is given by

B
(p)
M (U) = Hn

U (V ; O(p)
X ) ⊗

ZM (U)
orM/X(U).

Note that BM (U) = B
(0)
M (U). Similarly, we define hyperforms and hyperfunctions

with closed support as follows.

Definition 2.15 For any closed set K in U , the space of p-hyperforms supported by K
is defined by

B
(p)
K (U) = Hn

K(V ; O(p)
X ) ⊗

ZM (U)
orM/X(U).

The space BK(U) of hyperfunctions supported by K is defined in the same way.

Remark 2.16 B
(p)
M = {B

(p)
M (U)}U∈Op(M) and B

(p)
K = {B

(p)
K∩U (U)}U∈Op(M) form

sheaves. For more details, refer to Kashiwara-Kawai-Kimura[6].

3. Čech cohomology and Čech-Dolbeault cohomology

A concrete expression of a hyperfunction is usually realized by using either the theory
of Čech cohomology or that of Čech-Dolbeault cohomology. Both of these cohomology
theories have their own advantages. In this section, we briefly review their definitions
and establish the canonical isomorphism between them. Additionally, we consider the
embedding of distributions into hyperfunctions from the viewpoint of both cohomology
theories.

3.1. Čech-Dolbeault cohomology and hyperfunctions
LetM be a real analytic, n-dimensional, oriented manifold andX its complexification,

and let U ∈ Op(M) and V ∈ Op(X) such that V is a complex neighborhood of U .

Definition 3.1 For any p, q ∈ Z, we define

E
(p,q)
X (V, V \ U) = E

(p,q)
X (V ) ⊕ E

(p,q−1)
X (V \ U),

and

ϑ̄ E
(p,q)
X (V, V \ U) E

(p,q+1)
X (V, V \ U)

(µ1, µ01) (∂̄µ1, µ1|V \U − ∂̄µ01).

:

3 3

Then, (E (p,•)
X (V, V \U), ϑ̄) is a complex of vector spaces. Hp,q

ϑ̄
(V, V \U) denotes the q-th

cohomology group of this complex.

If S is a closed set in V , we can define a complex (E (p,•)
X (V, V \S), ϑ̄) and a cohomology

Hp,q

ϑ̄
(V, V \ S) in the same way.
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Theorem 3.2 (Relative Dolbeault theorem) For any closed set S in V , we have the
canonical isomorphism

Hp,q

ϑ̄
(V, V \ S) ' Hq

S(V ; O(p)
X ).

In Theorem A.3, we provide a proof of this theorem using the framework of the
derived category. Additionally, Theorem 3.23 establishes an isomorphism between Čech
cohomology and Čech-Dolbeault cohomology, and its proof may offer further insights.
For more details, refer to Honda-Izawa-Suwa[2] and Suwa[18].

Corollary 3.3 Let K be a closed set in U . There are isomorphisms

B
(p)
M (U) ' Hp,n

ϑ̄
(V, V \ U) ⊗

ZM (U)
orM/X(U)

and

B
(p)
K (U) ' Hp,n

ϑ̄
(V, V \K) ⊗

ZM (U)
orM/X(U).

Definition 3.4 (Integration of nnn-forms) Let K be a compact set in U , and let orM

denote the orientation sheaf of M . We define the integration∫
U

: B
(n)
K (U) ⊗

ZM (U)
orM (U) → C

as follows: For any u ∈ B
(n)
K (U) represented by (µ1, µ01) ∈ E

(n,n)
X (V ) ⊕ E

(n,n−1)
X (V \K),

we define ∫
U

u =
∫

D

µ1 −
∫

∂D

µ01,

where D is an open set with C∞ boundary satisfying K ⊂ D ⊂ D ⊂ V , and ∂D is the
boundary of D.

Remark 3.5 We choose (y1, · · · , yn, x1, · · · , xn) as a positive coordinate system of Cn

with zi = xi +
√

−1yi (i = 1, · · · , n) through this article. Additionally, ∂D is oriented as
follows: D is a manifold with C∞ boundary ∂D. Let p ∈ ∂D. There exist a neighborhood
U of p and a coordinate system (p1, · · · , p2n) on U such that D ∩ U = {p ∈ U | p1 ≤
0}. If (p1, p2, p3, · · · , p2n) is a positive coordinate system on D ∩ U , we define that
(p2, p3, · · · , p2n) is a positive coordinate system on ∂D ∩ U .

Definition 3.6 (Integration of hyperfunction) Assume M = Rn and X = Cn with
the coordinates (z1, · · · , zn), and let K be a compact set in U . Then, for any u ∈ BK(U)
represented by (µ1, µ01) ∈ E

(0,n)
X (V ) ⊕ E

(0,n−1)
X (V \K), we define∫

U

u dx =
∫

D

µ1 ∧ dz −
∫

∂D

µ01 ∧ dz,

where dz = dz1 ∧ · · · ∧ dzn, D is an open set with C∞ boundary satisfying K ⊂ D ⊂
D ⊂ V , and ∂D is the boundary of D.
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Theorem 3.7 ([2, Corollary 6.12]) Let i : M ↪→ X be the canonical embedding, and let
K be a compact set in U . Then, B

(p)
K (U) and A

(n−p)
M [K] become FS and DFS spaces,

respectively, and

B
(p)
K (U) × (A (n−p)

M [K] ⊗ orM (U)) Hn,n

ϑ̄
(V, V \K) ⊗ i−1orX(U) C

∫
is topologically non-degenerate. Here, an FS space means a Fréchet-Schwartz topological
vector space, and a DFS space is a dual Fréchet-Schwartz topological vector space (see
Komatsu[10]). Hence, we have

B
(p)
K (U) ' (A (n−p)

M [K] ⊗ orM (U))′.

Note that (•)′ denotes the strong dual of a topological vector space.

Proposition 3.8 (Excision, [2, Proposition 4.8]) For any complex neighborhood Ṽ of
U , there is an isomorphism

Hp,q

ϑ̄
(V, V \ U) ' Hp,q

ϑ̄
(Ṽ , Ṽ \ U).

Let us define an embedding of real analytic functions in Čech-Dolbeault representa-
tion. Since M is orientable, we can choose a generator eM/X ∈ orM/X(U) such that
eM/X,x generates a stalk orM/X,x over Z for any x ∈ U . By considering the canonical
morphism

orM/X(U) Hn
U (V ;ZX) Hn

U (V ; OX),=

we get a representative ν ∈ E
(0,n)
X (V, V \ U) of the image of eM/X ∈ orM/X(U) through

the above morphism. Then, we set the constant function 1 ∈ BM (U) as [ν] ⊗ eM/X . Let
ν be such a representative.

Definition 3.9 (Embedding of AM in Čech-Dolbeault representation) We define
an embedding ιCD

AM (U) : AM (U) → H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U) ' BM (U) by

ιCD
AM (U) AM (U) H0,n

ϑ̄
(Ṽ , Ṽ \ U) ⊗ orM/X(U) H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U).

f
[
F̃ ν|

Ṽ

]
⊗ eM/X

:

3 3

'

Here Ṽ ⊂ V is a complex neighborhood of U on which f can be extended to a holomorphic
function F̃ ∈ OX(Ṽ ).

Proposition 3.10 ιCD
AM

= {ιCD
AM (U)}U∈Op(M) is a sheaf morphism from AM to BM .

Let us define boundary value morphisms. If Ω ∈ Op(X) satisfies good geometrical
conditions, we can regard holomorphic functions on Ω as hyperfunctions.

Recall that V is a complex neighborhood of U ∈ Op(M). We take Ω ∈ Op(X)
satisfying the following two conditions:
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(B1) Ω ⊃ U .

(B2) The inclusion (V \ Ω) \M ↪→ V \ Ω gives a homotopy equivalence.

Proposition 3.11 ([2, Lemma 7.10]) We can take a representative ν = (ν1, ν01) ∈
E

(0,n)
X (V, V \ U) introduced before Definition 3.9 such that SuppV (ν1) ⊂ Ω and

SuppV \U (ν01) ⊂ Ω.

Definition 3.12 (Boundary value morphism, [2, Subsection 7.2]) Let ν ∈
E

(0,n)
X (V, V \ U) be a representative given in Proposition 3.11. We define

bΩ : OX(Ω) → BM (U) = H0,n

ϑ̄
(V, V \ U) ⊗ZM (U) orM/X(U)

by

bΩ(F ) = [Fν] ⊗ eM/X (F ∈ OX(Ω)).

3.2. Čech cohomology and isomorphism bU

This subsection aims to define a map from Čech-Dolbeault representation to Čech
representation of hyperfunctions, which is given in Definition 3.22. We refer the reader
to Kaneko[5] and Kashiwara-Kawai-Kimura[6] for the theory of Čech cohomology.

Assume M = Rn and X = Cn. Let U ∈ Op(M) and let V be a Stein neighborhood of
U . Here, by Grauert’s theorem (see Theorem 1.2.3 of Kashiwara-Kawai-Kimura[6]), we
can take a Stein neighborhood V of U . In what follows, we fix a section eM/X ∈ orM/X(U)
such that it generates orM/X over ZX on U and determines the same relative orientation
along M on each connected component of U .

Take v0, v1, · · · , vn−1 as basis vectors of Rn, and set vn = −(v0 + v1 + · · · + vn−1).
Moreover, we assume that the orientation of the frame v0, v1, · · · , vn−1 is the same as the
one determined by eM/X . Let Hi = {y ∈ Rn | 〈y, vi〉 > 0} and Vi = (Rn +

√
−1Hi) ∩ V

(0 ≤ i ≤ n). Furthermore, we define Vn+1 = V , Λ′ = {0, 1, · · · , n} and Λ = {0, 1, · · · , n+
1}. Then, V ′ = {Vi}i∈Λ′ is a covering of V \U and V = {Vi}i∈Λ = V ′ ∪ {V } is a covering
of V . Since Rn +

√
−1H0, · · · , Rn +

√
−1Hn and V are Stein open sets, V = {Vi}i∈Λ is

a Stein covering of V , that is, each Vi is a Stein open set.

Definition 3.13 (Čech cohomology) Let F be a sheaf on X. We define

Ck(V,V ′; F ) =

{Fi0, ··· ,ik
}(i0, ··· ,ik)∈Λk+1

∣∣∣∣∣∣∣
Fi0, ··· ,ik

∈ F (Vi0 ∩ · · · ∩ Vik
),

Fi0, ··· ,i`,i`+1, ··· ,ik
= −Fi0, ··· ,i`+1,i`, ··· ,ik

,

(i0, · · · , ik) ∈ Λ′k+1 ⇒ Fi0, ··· ,ik
= 0

 ,

and a map δ : Ck(V,V ′; F ) → Ck+1(V,V ′; F ) is defined by

δ
(
{Fi0, ··· ,ik

}(i0, ··· ,ik)∈Λk+1
)

=

{
k+1∑
`=0

(−1)` Fj0, ··· ,ĵ`, ··· ,jk+1

∣∣∣
Vj0 ∩···∩Vjk+1

}
(j0, ··· ,jk+1)∈Λk+2

,

where •̂ means to omit the corresponding letter in a sequence. (Ck(V,V ′; F ), δ) is a
complex, and we write its k-th cohomology group as Hk(V,V ′; F ).
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Remark 3.14 We have

Ck(V,V ′; O) ⊂
⊕

(i0, ··· ,ik)∈Λk+1

F (Vi0 ∩ · · · ∩ Vik
).

In Čech cohomology, the sorting order of subscripts is important for the sign of represen-
tatives because of the condition Fi0, ··· ,i`,i`+1, ··· ,ik

= −Fi0, ··· ,i`+1,i`, ··· ,ik
. To emphasize

this point, Kaneko[5] uses the symbol F (Vi0 ∧ · · · ∧ Vik
) instead of F (Vi0 ∩ · · · ∩ Vik

).
In this article, we do not use this notation. However, we pay attention to the order of
subscripts.

Theorem 3.15 (Leray) There is the canonical isomorphism

Hk(V,V ′; OX) ' Hk
U (V ; OX).

To prove Leray’s theorem, V must be a Stein covering. We omit the proof of The-
orem 3.15. See Theorem 5.5.6 of Kaneko[5] or Theorem 1.2.1 of Kashiwara-Kawai-
Kimura[6]. Theorem 3.15 means that a formal direct sum of holomorphic functions
represents a hyperfunction, i.e., ⊕

0≤i≤n

F̂i ∈
⊕

0≤i≤n

OX(V̂i)

gives a hyperfunction on U , where V̂i = V0 ∩ · · · ∩ V̂i ∩ · · · ∩Vn+1 and F̂i = F0, ··· ,̂i, ··· ,n+1.

Remark 3.16 We must clarify the sequence order of the î. In what follows, we write î
for the increasing sequence 0, 1, 2, · · · , i− 1, i+ 1, · · · , n+ 1 ∈ Λn+1.

Proposition 3.17 (Excision) For any Stein neighborhood Ṽ of U , we define Ṽ =
{Ṽi}i∈Λ and Ṽ ′ = {Ṽi}i∈Λ′ by

Ṽ0 = (Rn +
√

−1H0) ∩ Ṽ , · · · , Ṽn = (Rn +
√

−1H0) ∩ Ṽ , and Ṽn+1 = Ṽ .

Then, there exists the canonical isomorphism

Hn(V,V ′; OX) ' Hn(Ṽ, Ṽ ′; OX). (3.1)

Furthermore, we have the canonical isomorphism

Hn(V,V ′; OX) ' lim−→
U⊂Ṽ

Hn(Ṽ, Ṽ ′; OX), (3.2)

where Ṽ runs through complex neighborhoods of U .

Proof. We may assume Ṽ ⊂ V . Now, we have a commutative diagram

Hn
U (V ; OX) Hn

U (Ṽ ; OX)

Hn(V,V ′; OX) Hn(Ṽ, Ṽ ′; OX).
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By Theorem 3.15 (Leray’s theorem), the vertical morphisms are isomorphic. Addition-
ally, by the excision theorem of local cohomology, the first horizontal morphism is an
isomorphism. Then, the equation (3.1) holds. By Grauert’s theorem, the equation (3.2)
is also valid. □

Note that the excision theorem of local cohomology is explained after Definition 1.1.9
of Kashiwara-Kawai-Kimura[6], and that we refer the reader to Lemma 5.5.12 of
Kaneko[5] for more details of Proposition 3.17.

Definition 3.18 (Embedding of AM in Čech representation) For any f ∈ AM (U),
we define ιCAM (U) : AM (U) → Hn(V,V ′; OX) ⊗ orM/X(U) ' BM (U) by

ιCAM (U) AM (U) Hn(Ṽ, Ṽ ′; OX) ⊗ orM/X(U) Hn(V,V ′; OX) ⊗ orM/X(U),

f
[
F̃ |V

k̂

]
⊗ [ek̂]

:

3 3

'

for some k ∈ {0, 1, · · · , n}. Here Ṽ ⊂ V is a Stein neighborhood of U on which f can be
extended to a holomorphic function F̃ ∈ OX(Ṽ ), we set

Ṽ ′ =
{
Ṽ0 = (Rn +

√
−1H0) ∩ Ṽ , · · · , Ṽn = (Rn +

√
−1Hn) ∩ Ṽ

}
and Ṽ = Ṽ ′ ∪

{
Ṽn+1 = Ṽ

}
as in Proposition 3.17, and [ek̂] ∈ orM/X(U) = Hn(V,V ′;ZX) ' Hn(Ṽ, Ṽ ′;ZX) is repre-
sented by

ek̂ = {Gi0, ··· ,in
}

(i0, ··· ,in)∈Λk
n+1 ∈

⊕
(i0, ··· ,in)∈Λk

n+1

ZX(Vi0 ∩ · · · ∩ Vin
),

where Λk = {0, 1, · · · , k − 1, k + 1, · · · , n + 1}, Gk̂ = G0, ··· ,k−1,k+1, ··· ,n+1 = 1 and
Gi0, ··· ,i`,i`+1, ··· ,in

= −Gi0, ··· ,i`+1,i`, ··· ,in
for any `.

Note that [(−1)kek̂] = eM/X holds for any k = 0, 1, · · · , n.

Proposition 3.19 ιCAM (U) does not depend on the choices of k ∈ {0, 1, · · · , n} and
ιCAM

= {ιCAM (U)}U∈Op(M) becomes a sheaf morphism from AM to BM .

Remark 3.20 When we fix a generator eM/X ∈ orM/X(U), for any hyperfunction u =[⊕
i(−1)iF̂i

]
⊗ eM/X ∈ Hn(V,V ′; OX) ⊗ orM/X(U) = BM (U), we call

⊕
i(−1)iF̂i ∈⊕

i OX(V̂i) a Čech representative of u. This expression is different from the one given in
Kaneko[5], which is explained in Remark 3.29.

Now, by the map bΩ in Definition 3.12, we can define an isomorphism from Čech
representation to Čech-Dolbeault representation. Let us construct the special represen-
tative ν whose support is contained in V̂i. Recall that U ∈ Op(M) and that V is a Stein
neighborhood of U .
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Example 3.21 ([2, Example 7.14]) Let ϕ0, ϕ1, · · · , ϕn be C∞ functions on V \U which
satisfy

(1) SuppV \U (ϕi) ⊂ Vi (i = 0, 1, · · · , n),

(2)
n∑

i=0
ϕi = 1 on V \ U .

For any i = 0, 1, · · · , n, we define

χV
î
(z) =

{
1 if z ∈ V̂i ,

0 otherwise ,

and

νi,01 =

(−1)i(n− 1)!χV
î
∂̄ϕ0 ∧ · · · ∧ ̂̄∂ϕi ∧ · · · ∧ ∂̄ϕn−1 (i = 0, 1, · · · , n− 1),

(−1)n(n− 1)!χV
n̂
∂̄ϕ0 ∧ · · · ∧ ∂̄ϕn−2 (i = n).

Then, νi = (0, νi,01) satisfies [νi] ⊗ eM/X = 1 ∈ BM (U) and SuppV \U (νi,01) ⊂ V̂i.

Definition 3.22 For any i = 0, 1, · · · , n, we take νi as (0, νi,01) given in Example 3.21,
and we set the map bV

î
by bV

î
(F̂i) = [F̂i νi]⊗eM/X as in Definition 3.12. Then, we define

a map bU : Hn(V,V ′; OX) ⊗ orM/X(U) → H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U) by

bU

([
n⊕

i=0
(−1)iF̂i

]
⊗ eM/X

)
=

n∑
i=0

bV
î
(F̂i),

where eM/X is the section of orM/X(U) specified at the beginning of Subsection 3.2.

Example 7.17 of Honda-Izawa-Suwa[2] is helpful for the reader in understanding the
map bU .

Theorem 3.23 The map bU is an isomorphism.

Proof. We have a double complex

0 C0(V,V ′; OX) C0(V,V ′; E (0,0)
X ) C0(V,V ′; E (0,1)

X ) · · ·

0 C1(V,V ′; OX) C1(V,V ′; E (0,0)
X ) C1(V,V ′; E (0,1)

X ) · · · .

...
...

...

δ0

∂̄0,0

δ0,0

∂̄0,1

δ0,1

δ1

∂̄1,0

δ1,0

∂̄1,1

δ1,1

Note that ∂̄p,q is the Dolbeault operator ∂̄. Since V is a Stein covering, each row is
exact (Corollary 2.5.12 of Hörmander[4]). By the Weil procedure, the first column is
quasi-isomorphic to the complex tot(C•(V,V ′; E (0,•))) (Theorem 12.5.4 of Kashiwara-
Schapira[8]). The complex tot(C•(V,V ′; E (0,•))) is defined as follows: For any p, q ∈ Z, we
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write Ap,q for Cp(V,V ′; E (0,q)
X ) and let A denote a double complex {Ap,q, δp,q, ∂̄p,q}p,q∈Z.

For any k ∈ Z, let us define

tot(A)k =
⊕

p+q=k

Ap,q,

and

dk
tot(A)

∣∣∣
Ap,q

= δp,q + (−1)p∂̄p,q.

Here the simple complex
(
tot(A), dtot(A)

)
is called the total complex of a double complex

A.
On the other hand, for any q ∈ Z, we have isomorphisms

E
(0,q)
X (V ) ' C0(V,V ′; E (0,q)

X ),

E
(0,q−1)
X (V \ U) ' Ker δ1,q−1 ⊂ C1(V,V ′; E (0,q−1)

X ),

since E
(0,q−1)
X is a sheaf. Then, a morphism

ϑ̄q C0(V,V ′; E (0,q)
X ) ⊕ Ker δ1,q−1 C0(V,V ′; E (0,q+1)

X ) ⊕ Ker δ1,q

(µ1, µ01) (∂̄0,qµ1, δ
0,qµ1 − ∂̄1,q−1µ01),

:
3 3

defines the differential of Čech-Dolbeault complex in Definition 3.1.
Now, let us prove that the diagram chasing on the double complex C•(V,V ′; E (0,•))

sends a cocycle of Cn(V,V ′; OX) to a cocycle of C0(V,V ′; E (0,n)
X ) ⊕ Ker δ1,n−1 which

belongs to the same cohomology class as the one given by bU in Definition 3.22. For
any i ∈ Λ′ = {0, 1, · · · , n}, let ϕi be a cutoff function defined in Example 3.21. Firstly,

we regard
n⊕

i=0
F̂i ∈ Ker δn ⊂ Cn(V,V ′; OX) as an element ωn,0 in Cn(V,V ′; E (0,0)

X ).

Secondly, for any α = (α0, α1, · · · , αn−1) ∈ Λn = {0, 1, · · · , n+ 1}n, we define

ωn−1,0
α =

∑
i 6∈α

ϕiFiα0···αn−1 ∈ E
(0,0)
X (Vα0 ∩ Vα1 ∩ · · · ∩ Vαn−2).

Then, ωn−1,0 = {ωn−1,0
α }α∈Λn ∈ Cn−1(V,V ′; E (0,0)

X ) satisfies δn−1,0(ωn−1,0) = ωn,0.
Since ∂̄F̂i = 0 for any i ∈ Λ′, we have

∂̄ωn−1,0
α =

∑
i6∈α

∂̄ϕiFiα0···αn−2 .

Finally, we set ωn−1,1 = ∂̄ωn−1,0 ∈ Cn−1(V,V ′; E (0,1)
X ). If we repeat this procedure, we

get ω1,n−1 =
n∑

i=0
F̂i νi,01, where the representative νi = (0, νi,01) ∈ E

(0,n−1)
X (V, V \ U)

is defined in Example 3.21. Summing up, bU

([
n⊕

i=0
(−1)iF̂i

]
⊗ eM/X

)
= [(0, ω1,n−1)] ⊗
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eM/X ∈ H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U) holds, and the above diagram chasing induces the

same morphism from Hn(V,V ′; OX) ⊗ orM/X(U) → H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U) as the

one given by the quasi-isomorphisms

C•(V,V ′; OX) tot(C•(V,V ′; E (0,•)
X )) E

(0,•)
X (V, V \ U).∼ ∼

The Weil procedure shows that the left morphism is quasi-isomorphic, as at the beginning
of this proof. The right quasi-isomorphism is explained in Honda-Izawa-Suwa[2] and
Suwa[18]. This completes the proof. □

3.3. Infinitesimal wedges and embedding of distributions via Čech coho-
mology

In this subsection, we define an embedding of distributions via Čech cohomology.
Kaneko[5] and Aoki-Kataoka-Yamazaki[1] are helpful for readers. We use the same no-
tations as Subsection 3.2, i.e., we keep the notations below:

• M = Rn, X = Cn,
• U ∈ Op(M), V ∈ Op(X) is a Stein neighborhood of U ,
• v0, v1, · · · , vn−1 are basis vectors of Rn, which has the same orientation as that of
eM/X .

• vn = −(v0 + v1 + · · · + vn−1),
• Hi = {y ∈ Rn | 〈y, vi〉 > 0} (0 ≤ i ≤ n),
• Vi = (Rn +

√
−1Hi) ∩ V (0 ≤ i ≤ n), Vn+1 = V ,

• Λ′ = {0, 1, · · · , n}, Λ = {0, 1, · · · , n+ 1},
• V ′ = {Vi}i∈Λ′ , V = {Vi}i∈Λ,

• V̂i = V0 ∩ · · · ∩ V̂i ∩ · · · ∩ Vn+1 (0 ≤ i ≤ n).

We set Γi = H0 ∩ · · · ∩ Ĥi ∩ · · · ∩ Hn for any i = 0, 1, · · · , n, and we have V̂i = (U +√
−1Γi) ∩ V .

Definition 3.24 (Proper cone and Dual cone) A subset Γ ⊂ Rn is called a cone if
Γ satisfies

{ry ∈ Rn | y ∈ Γ, r > 0} ⊂ Γ.

We define a proper cone Γ ⊂ Rn as a cone Γ ⊂ Rn satisfying

Γ \ {0} ⊂ {y ∈ Rn | 〈ξ, y〉 > 0}

for some ξ ∈ Rn. For any cone Γ ⊂ Rn, its dual cone Γ◦ is defined by

Γ◦ = {ξ ∈ Rn | 〈ξ, y〉 ≥ 0 (∀y ∈ Γ)} .

Definition 3.25 (Infinitesimal wedge, [5, Definition 2.2.9]) Let Γ ⊂ Rn be an open
cone and U ∈ Op(Rn). An open set W ⊂ Cn is called an infinitesimal wedge of type
U +

√
−1 Γ 0 if it satisfies the following conditions:
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(a) W ⊂ U +
√

−1 Γ holds.

(b) For any open subcone Γ′ ⊂ Γ with Γ′ \ {0} ⊂ Γ and for any compact set K ⊂ U ,
there exists δ > 0 such that

K +
√

−1
(
Γ′ ∩

{
y ∈ Rn

∣∣ |y| < δ
})

⊂ W .

U is called the edge of the infinitesimal wedge W of type U +
√

−1 Γ 0, and Γ is called
the opening of the infinitesimal wedge W of type U +

√
−1 Γ 0.

F (z) ∈ OX(U +
√

−1 Γ 0) means that F (z) is holomorphic in an infinitesimal wedge
of type U +

√
−1 Γ 0. We set, for 0 ≤ i < j ≤ n,

Γij = H0 ∩ · · · ∩ Ĥi ∩ · · · ∩ Ĥj ∩ · · · ∩Hn,

and define the morphism ρ :
⊕

0≤i<j≤n

OX(U +
√

−1Γij0) →
⊕

0≤i≤n

OX(U +
√

−1Γi0) by

∑
0≤i<j≤n

Fîj

∑
0≤i≤n

(
i−1∑
k=0

(−1)k F
k̂i

∣∣∣
U+

√
−1Γi0

−
n∑

k=i+1

(−1)k F
îk

∣∣∣
U+

√
−1Γi0

)
.

Here, for any 0 ≤ k < i (resp. i < k ≤ n), F
k̂i

∈ OX(U +
√

−1Γki0) (resp. F
îk

∈ OX(U +
√

−1Γki0)), and k̂i (resp. îk) means 0, 1, · · · , k − 1, k + 1, · · · , i− 1, i+ 1, · · · , n+ 1 ∈
Λn (resp. 0, 1, · · · , i− 1, i+ 1, · · · , k − 1, k + 1, · · · , n+ 1 ∈ Λn) as in Remark 3.16.

Definition 3.26 We define

Ĥ({U +
√

−1Γi0}n
i=0; OX) =

⊕
0≤i≤n

OX(U +
√

−1Γi0)

ρ

 ⊕
0≤i<j≤n

OX(U +
√

−1Γij0)

 .

Remark 3.27 Since Ĥ({U +
√

−1Γi0}n
i=0; OX) is a variant of Čech cohomology group,

correctly speaking, we regard an element F̂i ∈ OX(U+
√

−1Γi0) as an alternative section
like the definition of Čech cohomology. In this article, we identify F̂i with the alternative
section {F̃α}α∈{0,1, ··· ,i−1,i+1, ··· ,n+1}n+1 satisfying F̃̂i = F̃0,1, ··· ,i−1,i+1, ··· ,n+1 = F̂i.

Theorem 3.28 There exists the canonical isomorphism

Hn(V,V ′; OX) ' Ĥ({U +
√

−1Γi0}n
i=0; OX).

Proof. Let W ∈ Op(Cn) be a Stein neighborhood of U . For a sufficiently small δ > 0,
we define an open covering W ′ = {W0,W1, · · · ,Wn} of W \ U by

Wi = W ∩
{
z ∈ Cn

∣∣ x ∈ U, δ|y| < 〈y, vi〉
}

(i = 0, 1, · · · , n),
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and an open covering W of W by

W = {W0,W1, · · · ,Wn,Wn+1 = W}.

Note that each Wi is also a Stein open set. By the definition of infinitesimal wedges, the
restriction morphism induces the canonical morphisms

Hn(V,V ′,OX) Ĥ({U +
√

−1Γi0}n
i=0; OX) lim−→

U⊂W

Hn(W,W ′,OX),ρ1 ρ2

where W runs through Stein neighborhoods of U . Using the same arguments as in the
proof of Proposition 3.17, all the morphisms in the following commutative diagram are
isomorphic:

Hn
U (V ; OX) lim−→

U⊂W

Hn
U (W ; OX)

Hn(V,V ′; OX) lim−→
U⊂W

Hn(W,W ′; OX).

This means that ρ2 ◦ ρ1 is isomorphic. It follows from the theorem of the edge of the
wedge by A. Martineau (see Corollary 4.6.13 [5]) that ρ2 is injective. Thus we conclude
that ρ1 is an isomorphism. □

Note that Komori-Umeta[11] explains the general cases of Theorem 3.28.

Remark 3.29 As in the case of Remark 3.20, we write a representative of a hy-
perfunction u =

[⊕
i(−1)iF̂i

]
⊗ eM/X ∈ Ĥ({U +

√
−1Γi0}n

i=0; OX) ⊗ orM/X(U) as⊕
i(−1)iF̂i ∈

⊕
i OX(U +

√
−1Γi0) for a fixed generator eM/X ∈ orM/X(U). Since

the equation[
n⊕

i=0
(−1)iF̂i

]
⊗ eM/X =

n∑
i=0

[
F̂i

]
⊗ [ei] ∈ Ĥ({U +

√
−1Γi0}n

i=0; OX) ⊗ orM/X(U)

holds, Kaneko[5] writes a Čech representative of a hyperfunction
∑

i

[
F̂i

]
⊗ [ei] as∑

i F̂i(x+
√

−1Γi0) . Here, [ei] ∈ orM/X(U) is defined in Definition 3.18.

Fix a sufficiently small δ > 0 and set

Hδ,i =
{
y ∈ Rn

∣∣ δ|y| < 〈y, vi〉
}

(i = 0, 1, · · · , n).

We also define Hδ,̂i in the same way as V̂i , that is,

Hδ,̂i = Hδ,0 ∩ · · · ∩ Ĥδ,i ∩ · · · ∩Hδ,n.

Let νi = (0, νi,01) (i = 0, 1, · · · , n) be the one constructed in Example 3.21, where we
replace the condition (1) in Example 3.21 with the following (1)∗:

(1)∗ SuppV \U (ϕi) ⊂ U +
√

−1Hδ,i (i = 0, 1, · · · , n),
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Then, in this case, the resulting νi satisfies

SuppV \U (νi,01) ⊂ U +
√

−1Hδ,̂i (i = 0, 1, · · · , n).

Note that Hδ,̂i is a convex cone properly contained in Γi. By the definition of the
infinitesimal wedge, for any infinitesimal wedge Ω of type U +

√
−1Γi, there exists an

complex neighborhood W of U such that

SuppV \U (νi,01) ∩W ⊂ (U +
√

−1Hδ,̂i) ∩W ⊂ Ω,

from which we have the well-defined morphism⊕
0≤i≤n

OX(U +
√

−1Γi0) ⊗ orM/X(U) lim−→
W

H0,n

ϑ̄
(W,W \ U) ⊗ orM/X(U)

by  ⊕
0≤i≤n

(−1)iF̂i

⊗ eM/X

 ∑
0≤i≤n

F̂i

∣∣
W

νi|W

⊗ eM/X ,

where W runs through Stein neighborhoods of U . The above morphism sends

ρ

 ⊕
0≤i<j≤n

OX(U +
√

−1Γij0)

⊗ orM/X(U) to 0. Hence we have the morphism

Ĥ({U +
√

−1Γi0}n
i=0; OX) ⊗ orM/X(U) lim−→

U⊂W

H0,n

ϑ̄
(W,W \ U) ⊗ orM/X(U).

Thanks to Theorems 3.23 and 3.28, we obtain the theorem below.

Theorem 3.30 We have the following commutative diagram whose morphisms are all
isomorphic:

Hn(V,V ′; OX) ⊗ orM/X(U) H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U)

Ĥ({U +
√

−1Γi0}n
i=0; OX) ⊗ orM/X(U) lim−→

U⊂W

H0,n

ϑ̄
(W,W \ U) ⊗ orM/X(U).

bU

Proof. It follows from Theorem 3.28 that the first vertical morphism is isomorphic. By
Proposition 3.8, the second vertical morphism is also isomorphic. Since the map bU is
an isomorphism by Theorem 3.23, the second horizontal morphism is also isomorphic,
which completes the proof. □

Definition 3.31 The second horizontal isomorphism in the above theorem

Ĥ({U +
√

−1Γi0}n
i=0; OX) ⊗ orM/X(U) lim−→

U⊂W

H0,n

ϑ̄
(W,W \ U) ⊗ orM/X(U)
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is also denoted by bU .

Now then, let us consider an embedding of distributions via Čech cohomology. For
any z, ζ ∈ Cn, we use the notations zζ = z1ζ1 + · · · + znζn and ζ2 = ζ2

1 + · · · + ζ2
n.

Definition 3.32 For any (z, ζ), the twisted Radon kernel W (z, ζ) is defined by

W (z, ζ) = (n− 1)!
(−2π

√
−1)n

(1 −
√

−1zζ/
√
ζ2)n−1 − (1 −

√
−1zζ/

√
ζ2)n−2(z2 − (zζ)2/ζ2)

{zζ +
√

−1(z2
√
ζ2 − (zζ)2/

√
ζ2)}n

.

Here, we define
√

• : C → C by
√
z =

√
r e

√
−1θ/2 (r > 0, −π < θ < π, z = re

√
−1θ).

Lemma 3.33 ([5, Lemma 2.3.4]) We write z = x +
√

−1y and ζ = ξ +
√

−1η. Let
Γ ⊂ Rn be an arbitrary proper convex open cone and Γ◦ its dual cone. There exists
a 2n dimensional open convex cone ∆ ⊂ Rn

y × Rn
η such that ∆ ∩ {η = 0} ⊃ Γ and

W (z, ζ) ∈ OX×X

(
Rn × Int(Γ◦) +

√
−1∆0

)
.

Moreover, W (z, ζ) can be analytically continued to a neighborhood of the real open
set (Rn\{0})×Int(Γ◦). In particular, if we fix ζ = ξ ∈ Rn\{0}, W (z, ζ) is holomorphic as
a function of z in the following infinitesimal wedge with the half-space {y ∈ Rn | yξ > 0}
as the opening:

Rn +
√

−1
{
y ∈ Rn

∣∣ yξ > y2|ξ| − (yξ)2/|ξ|
}
.

Furthermore, it is analytically continued to the following complex neighborhood of
Rn \ {0}:{

x+
√

−1 y ∈ Cn

∣∣∣∣ |yξ| + (y2|ξ| − (yξ)2/|ξ|) < 1
4
(
|xξ| + 2(x2|ξ| − (xξ)/|ξ|)

)}
.

Lemma 3.34 ([5, Lemma 2.3.5]) Let f(x) be a Cn function on U supported by a
compact set K ⊂ U . We define

F (z, ζ) =
∫
Rn

f(w)W (z − w, ζ) dw.

Then, F (z, ζ) satisfies the following conditions:

(1) For any proper convex open cone Γ ⊂ Rn, F is a holomorphic function of (z, ζ) in the
infinitesimal wedge of type Rn ×Int(Γ◦)+

√
−1∆0 where ∆ is defined in Lemma 3.33.

(2) F can be analytically continued to a neighborhood of (U \K) × (Rn \ {0}).

(3) F can be continuously extended to U × (Rn \ {0}), and the continuously extended
function F (x, ξ) satisfies

f(x) =
∫

Sn−1
F (x, ξ) dξ.



Embedding of infinitely differentiable functions and its inverse map 17

Lemma 3.35 ([5, Corollary 2.3.6]) We have the equation∫
Sn−1

W (z, ξ) dξ = 0

in a neighborhood of Rn \ {0}. This integral converges locally uniformly in z.

Definition 3.36 For any non-empty proper cone Γ ⊂ Rn, we define

W (z,Γ◦) =
∫

Γ◦∩Sn−1
W (z, ξ) dξ ∈ O(Rn +

√
−1Γ0).

Definition 3.37 (Embedding of DbK in Čech representation) Let K be a compact
set in U . For any u ∈ DbK(U) and for any i = 0, 1, · · · , n, we set

F̂i(z) = 〈u(w),W (z − w,Γ◦
i ) dw〉 ∈ O(U +

√
−1Γi0),

and let us define ιCDbK(U) : DbK(U) → BK(U) by u 7→
[⊕

i(−1)iF̂i

]
⊗ eM/X . Here eM/X

is the section of orM/X(U) specified at the beginning of Subsection 3.2.

Proposition 3.38 Supp(ιCDbK(U)(u)) ⊂ Supp(u) holds.

This proposition easily follows from Lemma 3.35.

Definition 3.39 (Embedding of Db in Čech representation) Let u ∈ DbM (U).
Decompose u into a locally finite sum as u =

∑
λ uλ, where uλ ∈ DbKλ

(U) and Kλ is a
compact set in U . We define ιCDbM (U)(u) =

∑
λ ι

C
DbKλ

(U)(uλ) ∈ BM (U).

Remark 3.40 Since 〈u(w),W (z−w,Γ◦
i ) dw〉 ∈ O(U +

√
−1Γi0) for any i = 0, 1, · · · , n,

ιCDbM (U) is a map from DbM (U) to Ĥ({U +
√

−1Γi0}n
i=0; OX) ⊗ orM/X(U) = BM (U).

Proposition 3.41 ιCDbM (U) is well-defined, and ιCDbM
= {ιCDbM (U)}U∈Op(M) is a sheaf

morphism from DbM to BM .

Proposition 3.42 ([5, Theorem 3.5.5]) The diagram below commutes.

AM (U) DbM (U),

Hn(V,V ′; OX) ⊗ orM/X(U)

ιC
AM (U)

ιC
DbM (U)

where AM (U) ↪→ DbM (U) is the canonical embedding, and ιCAM (U) is defined in Def-
inition 3.18. Note that we identify Hn(V,V ′; OX) with Ĥ({U +

√
−1Γi0}n

i=0; OX) by
Theorem 3.28.

3.4. Embedding of distributions via Čech-Dolbeault cohomology
Honda-Izawa-Suwa[2] defines an embedding DbM ↪→ BM in the framework of Čech-

Dolbeault cohomology. Let M = Rn, X = Cn and U ∈ Op(M). Since M = Rn is
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oriented, there is an isomorphism orM ' ZM which also gives the isomorphism

BM (U) ' Hn
U (V ; OX),

where V is a complex neighborhood of U . By this isomorphism, we omit the section
of the relative orientation sheaf in the definition of BM (U). Now, let θ(z, t) be a C∞

function on X × U which satisfies the following conditions:

(1) θ(z, t) is identically 1 in a neighborhood of {0} × U .

(2) Supp(θ) ⊂ T , where T is an open set in X × U such that

{0} × U ⊂ T ⊂
{

(z, t) ∈ X × U
∣∣ |z| < 3−1 min{1 , dist(t,M \ U)}

}
.

Here, dist(t,M\U) means the distance from t to M\U in M , and we set dist(t,∅) = +∞.

Definition 3.43 ([2, Theorem 8.1]) Let τ = (τ1, τ01) ∈ E
(0,n)
X (X,X \ M) be a Čech-

Dolbeault representative of Dirac’s delta function. For any u ∈ DbM (U), we define

ιCD
DbM (U)(u) =

[(∫
U

(θτ1 + ∂̄zθ ∧ τ01)(z − t, t)u(t)dt,
∫

U

(θτ01)(z − t, t)u(t)dt
)]

.

Proposition 3.44 ([2, Lemma 8.19]) ιCD
DbM

= {ιCD
DbM (U)}U∈Op(M) is a sheaf morphism

from DbM to BM .

We omit the proof of this proposition. For more details, see Section 8 of Honda-Izawa-
Suwa[2]. Thanks to Proposition 3.44, by gluing the embedding morphisms on each local
chart, we can obtain the embedding morphism ιCD

DbM
: DbM → BM for a real analytic

manifold M .

4. Embedding of C∞ functions

4.1. Limits of (n − 1)-forms
LetM be a real analytic, n-dimensional, oriented manifold andX its complexification.

We define a normal bundle TMX by Coker (TM → M ×
X
TX) as a vector bundle, and

we write the coordinate of TMX as (x, η). Moreover, we equip TMX with a bundle
metric and fix it in what follows. By the tubular neighborhood theorem, we can find an
isomorphism TMX ' X with the following commutative diagram:

TMX X.

M

∼

Here M → TMX is the embedding which regards M as the zero section of TMX and
M → X is the closed embedding. Note that we replaceX with a small open neighborhood
of M in X if necessary, and that we identify X with TMX in this subsection.

We define B =
{

(x, η) ∈ TMX = X
∣∣ |η| ≤ 1

}
and S = ∂B. Let τ : S → M be the

restriction of the canonical projection X ' TMX → M , and let i be an embedding
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S ↪→ X \M . Set Sx = S ∩ τ−1(x) for x ∈ M . The projection τ : S → M induces maps

τ∗ : TS → S ×
M
TM and τ∗ : S ×

M
T ∗M → T ∗S.

For any λ > 0 and for any (x, η) ∈ TMX ' X, let us define a map φλ : X \M → X \M
by φλ(x, η) = (x, λη). We note that the Ker τ∗ consists of a vector field on S which is
tangent to Sx for any x ∈ M .

Definition 4.1 For any µ ∈
∧n−1

T ∗(X \M) and for any v ∈
∧n−1 Ker τ∗, if the limit

lim
λ→+0

〈i∗φ∗
λµ, v〉

exists and converges locally uniformly on S, we say that µ converges locally uniformly
on S. Then, there exists a form µ̃ ∈

∧n−1 Coker τ∗ such that

〈µ̃, v〉 = lim
λ→+0

〈i∗φ∗
λµ, v〉

for any v ∈
∧n−1 Ker τ∗. We define L(µ) = −2n−1µ̃.

Since a form in Im τ∗ ⊂ T ∗S becomes zero on Ker τ∗ ⊂ TS, we can regard L(µ)|Sx

as an (n − 1)-form on Sx. Hence we may consider the integration of L(µ) on Sx and

I(µ)(x) =
∫

Sx

L(µ) is a continuous function on M . By a system of local coordinates, we

can describe Definition 4.1 concretely as follows:

Remark 4.2 We identify S with M ×
√

−1Sn−1 and take ω = (ω1, · · · , ωn) as a system
of homogeneous coordinates of Sn−1. We define ix : Sx → X \M by

ix : Sx X \M

ω x+
√

−1ω

3 3

for any x ∈ M . Let us take

µ(z) =
∑

|I|+|J|=n−1

fI,J(z) dzI ∧ dz̄J ∈
n−1∧

T ∗(X \M) ,

and we define εI,J by

εI,J =


sgn

(
i1 · · · ip j1 · · · jq

k1 · · · kp kp+1 · · · kn−1

)
if i1, · · · , ip, j1, · · · , jq are
mutually distinct,

0 otherwise,

where p, q ∈ {0, 1, 2, · · · , n}, p + q = n − 1, I = (i1, · · · , ip) ∈ {1, 2, · · · , n}p,
J = (j1, · · · , jq) ∈ {1, 2, · · · , n}q, dzI = dzi1 ∧ · · · ∧ dzip , dz̄J = dz̄j1 ∧ · · · ∧ dz̄jq ,
{k1, · · · , kn−1} = I ∪ J and k1 < k2 < · · · < kn−1.



20 T. Nishida

If the limit

lim
λ→+0

(i∗x ◦ φ∗
λ(µ))(ω)

= lim
λ→+0

(
√

−1λ)n−1
∑

|I|+|J|=n−1,
k∈{1, ··· ,n}\(I∪J)

(−1)|J|+k+1 εI,J ωk fI,J(x+
√

−1λω)

exists and converges to a continuous function locally uniformly on S for any (x,
√

−1ω) ∈
M ×

√
−1Sn−1, we say that µ converges locally uniformly on S. Then L(µ) exists and

it is given by

L(µ)(x, ω) = −2n−1 lim
λ→+0

(i∗x ◦ φ∗
λ(µ))(ω)

= lim
λ→+0

(2
√

−1λ)n−1
∑

|I|+|J|=n−1,
k∈{1, ··· ,n}\(I∪J)

(−1)|J|+k εI,J ωk fI,J(x+
√

−1λω) ds.

Here ds =
n∑

i=1
(−1)i+1ωi dω1 ∧ · · · ∧ d̂ωi ∧ · · · ∧ dωn.

4.2. Reconstruction of C∞ functions with compact support
Let M = Rn and X = Cn, and let U ∈ Op(M) and V ∈ Op(X) such that V is

a complex neighborhood of U . Since M = Rn is oriented, we omit the section of the
relative orientation sheaf in the definition of BM (U).

Theorem 4.3 Let K be a compact set in U , f(x) ∈ Cn(U) whose support is contained
in K, and let µ = (µ1, µ01) ∈ E

(0,n)
X (V, V \ K) be a representative of ιCD

DbM (U)(f). We
define

R̃(z, ζ) =
∫

D

W (z − w, ζ)µ1(w) ∧ dw −
∫

∂D

W (z − w, ζ)µ01(w) ∧ dw,

where D is an open set with C∞ boundary satisfying K ⊂ D ⊂ D ⊂ V and z 6∈ D. Then,
R̃ does not depend on the choices of a representative µ and a domain D, and satisfies
the following conditions:

(1) For any proper convex open cone Γ ⊂ Rn, R̃ is a holomorphic function of (z, ζ) in the
infinitesimal wedge of type Rn ×Int(Γ◦)+

√
−1∆0 where ∆ is defined in Lemma 3.33.

(2) R̃ can be analytically continued to a neighborhood of (U \K) × (Rn \ {0}).

(3) R̃ can be continuously extended to U × (Rn \ {0}), and the continuously extended
function R̃(x, ξ) satisfies

f(x) =
∫

Sn−1
R̃(x, ξ) dξ.

Proof. Firstly, we show that µ ∈ Im ϑ̄ ⇒ R̃ = 0. By the assumption, there exists
(τ1, τ01) such that µ1 = ∂̄τ1 on V , µ01 = τ1 − ∂̄τ01 on V \K. Then, we have the following
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calculation:

R̃(z, ζ) =
∫

D

W (z − w, ζ) ∂̄τ1(w) ∧ dw −
∫

∂D

W (z − w, ζ) (τ1(w) − ∂̄τ01(w)) ∧ dw

=
∫

∂D

W (z − w, ζ) ∂̄τ01(w) ∧ dw (the Stokes formula and d = ∂ + ∂̄)

= 0 (∂∂D = ∅).

Hence R̃ does not depend on the choice of representatives.
Secondly, we prove that R̃ does not depend on a domain D. Let K ⊂ D′ ⊂ D ⊂ V

and z 6∈ D. Since

R̃(z, ζ) =
∫

D

W (z − w, ζ)µ1(w) ∧ dw −
∫

∂D

W (z − w, ζ)µ01(w) ∧ dw

=
∫

D′
W (z − w, ζ)µ1(w) ∧ dw −

∫
∂D′

W (z − w, ζ)µ01(w) ∧ dw

+
∫

D\D′
W (z − w, ζ)µ1(w) ∧ dw −

∫
∂(D\D′)

W (z − w, ζ)µ01(w) ∧ dw,

it is sufficient to prove that∫
D\D′

W (z − w, ζ)µ1(w) ∧ dw =
∫

∂(D\D′)
W (z − w, ζ)µ01(w) ∧ dw.

This equation follows from ∂̄µ01 = µ1 on D \D′ ⊂ V \K and the Stokes formula.
Finally, let us prove

R̃(z, ζ) =
∫

U

W (z − t, ζ)f(t)dt .

We choose Bochner-Martinelli type (0,−(−1)
n(n+1)

2 β) as a representative of Dirac’s δ,
where β is defined by

β(z) = (−1)
n(n−1)

2
(n− 1)!

(2π
√

−1)n

1
‖z‖2n

n∑
i=1

(−1)i−1z̄i dz̄1 ∧ · · · ∧ d̂z̄i ∧ · · · ∧ dz̄n.

We take θ(z, t) ∈ C∞(V ×U) satisfying the conditions of Definition 3.43. By the definition
of ιCD

DbM (U)(f), we can choose a representative µ as follows:

µ = −(−1)
n(n+1)

2

(∫
U

f(t)∂̄zθ(z − t, t) ∧ β(z − t) dt ,
∫

U

f(t)θ(z − t, t)β(z − t) dt
)
.

Using the Bochner-Martinelli formula (Lemma A.5), we get

R̃(z, ζ) = −(−1)
n(n+1)

2

∫
D

W (z − w, ζ)
(∫

U

f(t)∂̄wθ(w − t, t) ∧ β(w − t) dt
)

∧ dw

+ (−1)
n(n+1)

2

∫
∂D

W (z − w, ζ)
(∫

U

f(t)θ(w − t, t)β(w − t) dt
)

∧ dw
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=
∫

U

f(t) dt
(

(−1)
n(n+1)

2

∫
∂D

W (z − w, ζ)θ(w − t, t)β(w − t) ∧ dw

−(−1)
n(n+1)

2

∫
D

W (z − w, ζ)∂̄wθ(w − t, t) ∧ β(w − t) ∧ dw

)
=
∫

U

f(t)W (z − t, ζ)θ(0, t) dt =
∫

U

f(t)W (z − t, ζ) dt.

By Lemma 3.34, f(x) =
∫

Sn−1
R̃(x, ξ) dξ holds. □

Definition 4.4 Let K be a compact set in U . For any u = [µ] = [(µ1, µ01)] ∈ BK(U),
we define

R̃[µ](z, ζ) =
∫

D

W (z − w, ζ)µ1(w) ∧ dw −
∫

∂D

W (z − w, ζ)µ01(w) ∧ dw,

where D is an open set with C∞ boundary satisfying K ⊂ D ⊂ D ⊂ V and z /∈ D.

Since R̃[µ] does not depend on the choice of µ by the same arguments as in the proof
of Theorem 4.3, for any u = [µ] ∈ BK(U), we write R̃[u] = R̃[µ]. Recall that M = Rn,
X = Cn and U ∈ Op(M).

Lemma 4.5 We assume that Γi is defined as in Subsection 3.3 for any i = 0, 1, · · · , n.
Let K be a compact set in U , V a Stein neighborhood of U and u = [µ] = [(µ1, µ01)] ∈
BK(U) (µ ∈ E

(0,n)
X (V, V \K)). We define R̃[µ](z,Γ◦

i ) by

R̃[µ](z,Γ◦
i ) =

∫
Γ◦

i
∩Sn−1

R̃[µ](z, ξ) dξ ∈ OX(U +
√

−1Γi0).

Then,
n⊕

i=0
(−1)iR̃[µ](z,Γ◦

i ) is a Čech representative of u, and the morphism

R : H0,n

ϑ̄
(V, V \K) ⊗ orM/X(U) → Ĥ({U +

√
−1Γi0}n

i=0; OX) ⊗ orM/X(U)

' Hn(V,V ′; OX) ⊗ orM/X(U)

defined by

R(u) = R(µ) =

[
n⊕

i=0
(−1)iR̃[µ](z,Γ◦

i )

]

satisfies bU ◦ R = id on BK(U), where bU is given in Definition 3.31.

Proof. Since R̃[µ](z,Γ◦
i ) can be analytically continued to a complex neighborhood V ′

of U \K and
n∑

i=0
(−1)iR̃[µ](z,Γ◦

i ) = 0 holds in V ′, for any ψ ∈ AM [K], we can perform

the integration of the hyperfunction ψR(u) as the one defined by Kaneko (see Section 3.4
of [5]). Let us show

〈R(µ), ψdx〉 = 〈µ, ψdx〉 (ψ ∈ AM [K]).
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Here, the above symbols 〈•, •〉 on the left-hand side and the right-hand side are coho-
mological pairings realized by the integrations of Čech cohomology and Čech-Dolbeault
cohomology, respectively.

Let V ′′ ∈ Op(X) be the intersection of V and the domain of ψ ∈ AM [K], and let Wi

(i = 0, · · · , n) be the infinitesimal wedge of type U +
√

−1Γi0 on which R̃[µ](z,Γ◦
i ) is

defined. By the definition of the integration of Čech representation, we have

〈R(µ), ψdx〉

=
∑

i

∫
(−1)i(U ′+

√
−1 εi)

ψ(z) (−1)i R̃[µ](z,Γ◦
i ) dz

=
∑

i

∫
U ′+

√
−1 εi

ψ(z) R̃[µ](z,Γ◦
i ) dz

=
∑

i

∫
U ′+

√
−1 εi

ψ(z)
∫

Γ◦
i

∩Sn−1

(∫
D

W (z − w, ξ)µ1(w) ∧ dw

−
∫

∂D

W (z − w, ξ)µ01(w) ∧ dw

)
dξ dz

=
∫

D

(∑
i

∫
Γ◦

i
∩Sn−1

∫
U ′+

√
−1 εi

ψ(z)W (z − w, ξ) dz dξ

)
µ1(w) ∧ dw

−
∫

∂D

(∑
i

∫
Γ◦

i
∩Sn−1

∫
U ′+

√
−1 εi

ψ(z)W (z − w, ξ) dz dξ

)
µ01(w) ∧ dw

=
∫

D

ψ(w)µ1(w) ∧ dw −
∫

∂D

ψ(w)µ01(w) ∧ dw

= 〈µ, ψdx〉 ,

where U ′ ( ⊃ K ) is an open set in U such that U ′ ⊂⊂ U , εi : U → Rn is a smooth
mapping such that{

εi(t) = 0 (t ∈ U \ U ′),
t+

√
−1 r εi(t) ∈ (U ′ +

√
−1Γi) ∩Wi ∩ V ′′ (t ∈ U ′, 0 < r ≤ 1),

U ′ +
√

−1 εi = {t+
√

−1 εi(t) | t ∈ U ′} and −(U ′ +
√

−1 εi) is just U ′ +
√

−1 εi with the
opposite orientation, and D ∈ Op(X) satisfies K ⊂ D ⊂ D ⊂ V ′′ and (U ′+

√
−1 εi)∩D =

∅.
Since BK(U) is the dual topological vector space of AM [K] by Theorem 3.7,

〈R(µ), ψdx〉 = 〈µ, ψdx〉 means that R(µ) and µ represent the same hyperfunction. Be-
cause bU is isomorphic, we get bU ◦ R = id on BK(U). □

Corollary 4.6 Let ιAM (U) : AM (U) → DbM (U) be the canonical embedding. The
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diagram below commutes.

AM (U) DbM (U).

Hn(V,V ′; OX) ⊗ orM/X(U)

H0,n

ϑ̄
(V, V \ U) ⊗ orM/X(U)

ιAM (U)

ιC
AM (U)

ιCD
AM (U)

ιC
DbM (U)

ιCD
DbM (U)

(T)

(R)(L)
bU

Note that we identify Hn(V,V ′; OX) with Ĥ({U +
√

−1Γi0}n
i=0; OX) by Theorem 3.28.

Proof. By Proposition 3.42, (T) commutes. The commutativity of (L) is obvious from
the definition. Let us prove that (R) commutes. Since all morphisms are induced from
the sheaf morphisms and DbM is a soft sheaf, it is enough to prove the claim locally.
Hence, we may consider only sections with compact support.

Let U be an open set in M , K a compact set in U and u a section of DbK(U). Using
the same arguments as in the proof of Theorem 4.3, we have

R̃[µ](z,Γ◦
i ) = 〈u(t),W (z − t,Γ◦

i )dt〉 (i = 0, 1, · · · , n),

where µ is a Čech-Dolbeault representative of ιCD
DbM (U)(u). By Definition 3.37, the dia-

gram below commutes.

Hn(V,V ′; OX) ⊗ orM/X(U) DbK(U).

H0,n

ϑ̄
(V, V \K) ⊗ orM/X(U)

ιC
DbM (U)

ιCD
DbM (U)

R

Then, we obtain the commutativity of (R) by Lemma 4.5. □

By Corollary 4.6, ιCD
DbM

∣∣
AM

coincides with ιCD
AM

.

4.3. Inverse map of embedding of C∞ functions
Let us consider the characterization of ιCD

DbM
(C∞) and the inverse map from ιCD

DbM
(C∞)

to C∞.
LetM be a real analytic, n-dimensional, oriented manifold andX its complexification,

and let U ∈ Op(M) and V ∈ Op(X) such that V is a complex neighborhood of U . Since
M is oriented, we omit the section of the relative orientation sheaf in the definition of
BM (U).

Throughout this subsection, we use the same notations as in Subsection 4.1: We
write B =

{
(x, η) ∈ X

∣∣ |η| ≤ 1
}

, S = ∂B and Sx = ∂B ∩ τ−1(x) for any x ∈ U . We
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may assume B ⊂ V . Remember that the projection τ : S → U is associated with the
projection V ' TUV → U which is given by the tubular neighborhood theorem. The
projection τ : S → U induces maps

τ∗ : TS → S ×
U
TU and τ∗ : S ×

U
T ∗U → T ∗S.

In what follows, since the problem is local, we regard V (resp. U) as X (resp. M). Note
that we can regard Sx and S as Sn−1 and U ×

√
−1Sn−1, respectively.

Definition 4.7 A form µ01 ∈ E
(0,n−1)
X (V \ U) is said to belong to E

qw,(0,n−1)
X (V \ U) if

the following conditions are satisfied.

(1) µ01 ∈
∧n−1

T ∗(V \ U) converges to a continuous form L(µ01) ∈
∧n−1 Coker τ∗

locally uniformly on S.

(2) L(µ01) is a C∞ form on S.

Here, L(µ01) is defined in Subsection 4.1.

Note that we call E
qw,(0,n−1)
X (V \ U) a space of quasi-Whitney (0, n − 1)-forms. By

Remark 4.2, we can rephrase Definition 4.7 as follows:

Remark 4.8 A form µ01 ∈ E
(0,n−1)
X (V \U) is said to belong to E

qw,(0,n−1)
X (V \U) if the

following conditions are satisfied.

(1) For any x ∈ U and ω ∈ Sn−1, the limit

lim
λ→+0

(−2
√

−1λ)n−1
n∑

i=1
(−1)iωifi(x+

√
−1λω)

exists and converges to a continuous function locally uniformly with respect to
(x,

√
−1ω) ∈ U ×

√
−1Sn−1, where f1, · · · , fn are coefficients of µ01, that is,

µ01 =
n∑

i=1
fi dz̄1 ∧ · · · ∧ d̂z̄i ∧ · · · ∧ dz̄n.

(2) L(µ01) is a C∞ form on U ×
√

−1Sn−1.

Recall that we can write

L(µ01)(x, ω) = lim
λ→+0

(−2
√

−1λ)n−1
n∑

i=1
(−1)i ωi fi(x+

√
−1λω) ds, (4.1)

and ds =
n∑

i=1
(−1)i+1ωi dω1 ∧ · · · ∧ d̂ωi ∧ · · · ∧ dωn.

Definition 4.9 Let us define

E
qw,(0,n)
X (V, V \ U) =

{
µ = (µ1, µ01) ∈ E

(0,n)
X (V, V \ U)

∣∣∣ µ01 ∈ E
qw,(0,n−1)
X (V \ U)

}
.

The following theorem is our main result.
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Theorem 4.10 Let x0 ∈ M . There exist an open neighborhood U of x0 and a complex
neighborhood V of U for which the following 2 conditions are equivalent. For any u ∈
BM (U),

(1) There is a C∞ function f on U such that u = ιCD
DbM (U)(f).

(2) There is a Čech-Dolbeault representative µ = (µ1, µ01) of u such that µ ∈
E

qw,(0,n)
X (V, V \ U).

Additionally,

I(µ)(x) =
∫

Sx

L(µ01)(x, ω) ∈ C∞(U)

is well-defined and we get I(µ) = f .

We give a global version of Theorem 4.10 for M = Rn.

Theorem 4.11 Assume M = Rn and X = Cn. For any U ∈ Op(M), for any V ∈ Op(X)
which is a complex neighborhood of U and for any u ∈ BM (U), the conditions (1) and (2)
as in Theorem 4.10 are equivalent. Additionally, we define I(µ) as the same integration
in Theorem 4.10. Then, I(µ) is well-defined and I(µ) = f holds.

Considering a local coordinate system, it is enough to prove Theorem 4.11 for The-
orem 4.10. To show Theorem 4.11, we prove the following 3 lemmas (Lemma 4.12,
Lemma 4.13 and Lemma 4.14). Hereafter, let us assume M = Rn, X = Cn, and let
U ∈ Op(M) and V ∈ Op(X) such that V is a complex neighborhood of U .

Lemma 4.12 Let u be a hyperfunction on U , and let µ and µ′ be representatives of u.
If µ, µ′ ∈ E

qw,(0,n)
X (V, V \ U), then I(µ) = I(µ′).

Proof. Fix x0 ∈ U . Let us prove that there exists an open neighborhood U0 of x0 such
that I(µ) = I(µ′) on U0. Let x0 ∈ V ′′ ⊂⊂ V ′ ⊂⊂ V , U ′′ = V ′′ ∩U , and U ′ = V ′ ∩U . We
can choose representatives µ̃ and µ̃′ satisfying the following conditions (see Lemma A.4):

(1) µ̃ and µ̃′ determine the same hyperfunction on U .

(2) µ̃ = µ on V ′′ and µ̃′ = µ′ on V ′′.

(3) Supp µ̃ ⊂ V ′ and Supp µ̃′ ⊂ V ′.

It is clear that µ̃|V ′′ , µ̃′|V ′′ ∈ E
qw,(0,n)
X (V ′′, V ′′ \ U ′′). Then, we set

R̃[µ̃](z, ζ) =
∫

D

W (z − w, ζ) µ̃1(w) ∧ dw −
∫

∂D

W (z − w, ζ) µ̃01(w) ∧ dw,

R̃[µ̃′](z, ζ) =
∫

D

W (z − w, ζ) µ̃′
1(w) ∧ dw −

∫
∂D

W (z − w, ζ) µ̃′
01(w) ∧ dw,

with the notations of Theorem 4.3. We may assume V ′′ ⊂⊂ D. Since µ̃ and µ̃′ satisfy
the condition (1), we can prove R̃[µ̃](z, ζ) = R̃[µ̃′](z, ζ) in the same way as the proof
of Theorem 4.3. Hence, it is enough to prove that there exists an open neighborhood
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U0 ⊂ U ′′ of x0 such that R̃[µ̃](z, ζ) can be continuously extended to U0 × (Rn \ {0}) and
we have ∫

Sn−1
R̃[µ̃](x, ξ)dξ = I(µ)(x) (x ∈ U0).

Let D′ be an open subset of V such that D ∩ (U \ U ′′) ⊂ D′ and x0 ∈ Int(U ′′ \D′).
We define D′′ as an open subset of U ′′ such that D′′ = Int(U ′′ \ D′). By deforming D,
we get

R̃[µ̃](z, ζ) =
∫

D′
W (z − w, ζ) µ̃1(w) ∧ dw −

∫
∂D′

W (z − w, ζ) µ̃01(w) ∧ dw

+
∫

D′′
W (z − t, ζ)

(∫
Sn−1

L(µ01)(t, ω)
)
dt,

for any z /∈ D′ ∪D′′. Note that, by µ̃ = µ on V ′′, we have L(µ̃01)(t, ω) = L(µ01)(t, ω)
(t ∈ D′′, ω ∈ Sn−1). The deformation of D is illustrated in Figure 1.

D′′

U ′′

D

D′

M

Figure 1. Deformation of the integration domain D

From Lemma 3.33, the first and the second integrals can be analytically continued to
a complex neighborhood of D′′, and the third integral can be continuously extended to
D′′ × (Rn \ {0}) by Theorem 4.3 (3). Hence, for any x ∈ D′′, the equation∫

Sn−1
R̃[µ̃](x, ξ) dξ =

∫
Sn−1

(∫
D′
W (x− w, ξ) µ̃1(w) ∧ dw

)
dξ

−
∫

Sn−1

(∫
∂D′

W (x− w, ξ) µ̃01(w) ∧ dw

)
dξ

+
∫

Sn−1

∫
D′′

W (x− t, ξ)
(∫

Sn−1
L(µ01)(t, ω)

)
dt dξ

holds. By Lemma 3.35, the first and the second integrals become 0. Then, we get the
equation∫

Sn−1
R̃[µ̃](x, ξ) dξ =

∫
Sn−1

∫
D′′

W (x− t, ξ) I(µ)(t) dt dξ (x ∈ D′′).

By applying Lemmas 3.34 and 3.35 to the case f = I(µ), we obtain∫
Sn−1

∫
D′′

W (x− t, ξ) I(µ)(t) dt dξ = I(µ)(x) (x ∈ D′′).

This completes the proof. □
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By Lemma 4.12, I(µ) does not depend on the choice of µ ∈ E
qw,(0,n)
X (V, V \ U). If a

hyperfunction u is represented by an element µ of E
qw,(0,n)
X (V, V \ U), we write I(u) for

I(µ) hereafter. We can regard I as a map

I
E

qw,(0,n)
X (V, V \ U)

E
qw,(0,n)
X (V, V \ U) ∩ ϑ̄(E (0,n−1)

X (V, V \ U))
C∞(U): .

Lemma 4.13 Let f ∈ C∞(U). If ιCD
DbM (U)(f) has a representative µ ∈ E

qw,(0,n)
X (V, V \U),

then I ◦ ιCD
DbM (U)(f) = f .

Proof. Let x ∈ U ′′ ⊂⊂ U ′ ⊂⊂ U and ψ ∈ C∞
0 (U) such that

ψ(t) =

{
1 on U ′′,

0 on U \ U ′.

We write complex neighborhoods of U ′′, U ′, and U as V ′′ ⊂⊂ V ′ ⊂⊂ V , respectively.
By Lemma A.4, there exists a representative µ̃ of ιCD

DbM (U)(ψf) such that

µ̃ = µ on V ′′ and µ̃ = 0 on V \ V ′ .

Since Supp(ιCD
DbM (U)(ψf)) ⊂ U ′, it follows from Theorem 4.3 and Lemma 4.12 that

I(µ)(x) =
∫

Sn−1
R̃[µ̃](x, ξ) dξ = ψ(x)f(x) = f(x)

hold for any x ∈ U ′′. This completes the proof. □

Remember that U ∈ Op(Rn) and that V ∈ Op(Cn) is a complex neighborhood of U .

Lemma 4.14 Let u be a hyperfunction on U . The following conditions are equivalent.

(i) There exists f ∈ C∞(U) such that u = ιCD
DbM (U)(f).

(ii) There exists a representative µ of u such that µ ∈ E
qw,(0,n)
X (V, V \ U).

Proof. First, we prove (i) ⇒ (ii). We define (τ1, τ01) =
(

0, (n− 1)! ∂̄ϕ1 ∧ · · · ∧ ∂̄ϕn−1

(2π
√

−1)n z1 · · · zn

)
as a representative of Dirac’s delta function. Here ϕi ∈ C∞(X \ M) (i = 1, · · · , n) is
defined as follows:

Let {ϕ̃i}n
i=1 be the partition of unity of Sn−1 such that ϕ̃i = 0 on a neigh-

borhood of Sn−1 ∩ {yi = 0} (i = 1, · · · , n). Then, we define

ϕi(x+
√

−1rω) = ϕ̃i(ω)

for any x ∈ M , r > 0, ω ∈ Sn−1 such that x+
√

−1rω ∈ X.

This representative is explained in Example 7.26 of Honda-Izawa-Suwa[2]. By the defi-
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nition of ιCD
DbM (U)(f) = [µ] = [(µ1, µ01)], we obtain

µ =
(∫

U

(θτ1 + ∂̄zθ ∧ τ01)(z − t, t)f(t)dt,
∫

U

(θτ01)(z − t, t)f(t)dt
)
.

Then, it is sufficient to prove that µ = (µ1, µ01) satisfies µ01 ∈ E
qw,(0,n−1)
X (V \ U). Note

that we have

µ01 = (n− 1)! ∂̄ϕ1 ∧ · · · ∧ ∂̄ϕn−1

(2π
√

−1)n

∫
U

θ(z − t, t)f(t)
(z1 − t1) · · · (zn − tn)

dt.

Let z = x+
√

−1y, r =
√
y2

1 + · · · + y2
n and

(ω1, · · · , ωn) =
(y1

r
, · · · , yn

r

)
∈ Sn−1 ⊂ Rn.

The embedding i : Sn−1 → Rn induces the map

i∗ : TSn−1 → Sn−1 ×
Rn
TRn,

that is, by considering the (n− 1)-sphere Sn−1 as a subset of Rn, a vector field on Sn−1

can be described by a vector field on Rn. The space Im i∗ is generated by

∂

∂ωi
= ∂

∂yi
− yi

r2

n∑
j=1

yj
∂

∂yj
(i = 1, 2, · · · , n)

with the relation

ω1
∂

∂ω1
+ · · · + ωn

∂

∂ωn
= 0,

and we have ρ∗

(
∂

∂yi

)
= r−1 ∂

∂ωi
, where ρ : Y ′ = Rn \ {0} 3 y 7→ y/r ∈ Sn−1 and

ρ∗ : TY ′ → Y ′ ×
Sn−1

TSn−1 is induced by ρ. Under the above consideration, we define

Jn =


∂ϕ1

∂z̄1
. . .

∂ϕ1

∂z̄n
...

. . .
...

∂ϕn−1

∂z̄1
. . .

∂ϕn−1

∂z̄n

 and J̃n =


∂ϕ̃1

∂ω1
. . .

∂ϕ̃1

∂ωn
...

. . .
...

∂ϕ̃n−1

∂ω1
. . .

∂ϕ̃n−1

∂ωn

 .

Note that ϕi(z) = ϕ̃i(ω). Additionally, an (n − 1) × (n − 1) matrix Jni (resp. J̃ni)
denotes the submatrix of Jn (resp. J̃n) from which the i-th column is omitted. The
(0, n− 1)-form ∂̄ϕ1 ∧ · · · ∧ ∂̄ϕn−1 is written as(

n∑
i=1

∂ϕ1

∂z̄i
dz̄i

)
∧ · · · ∧

(
n∑

i=1

∂ϕn−1

∂z̄i
dz̄i

)
=

n∑
i=1

det Jni dz̄1 ∧ · · · ∧ d̂z̄i ∧ · · · ∧ dz̄n.
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Since det Jni = (−2
√

−1r)−n+1 det J̃ni, the coefficient of L(µ01) is represented by

lim
r→+0

(n− 1)!
(2π

√
−1)n

n∑
i=1

(−1)i ωi det J̃ni

∫
U

θ(x+
√

−1rω − t, t)f(t)
(x1 +

√
−1rω1 − t1) · · · (xn +

√
−1rωn − tn)

dt.

Here, L(µ01) is defined by the equation (4.1) in Remark 4.8.
Let us prove that the coefficient of L(µ01) converges to a continuous function locally

uniformly on U ×
√

−1Sn−1 (the condition (1) of Definition 4.7). The det J̃ni vanishes
in a neighborhood of the set {y1y2 · · · yn = 0}, since ∂̄ϕ1 ∧ · · · ∧ ∂̄ϕn−1 is 0 in a conic
open neighborhood of the set {y1y2 · · · yn = 0}. Therefore, we consider the above limit
on {ω1 · · ·ωn 6= 0}. By Lebesgue’s dominated convergence theorem, the integral∫

U

∂n(θ(x− t, t)f(t))
∂t1 · · · ∂tn

log(x1 − t1) · · · log(xn − tn)dt

is continuous on x ∈ U . Then, as was in the proof of Corollary 2.3.2 of Kaneko[5], by
employing the partial integration with respect to the variables t1, t2, · · · , tn respectively,
the coefficient of L(µ01) converges to a continuous function

(n− 1)!
(2π

√
−1)n

n∑
i=1

(−1)i ωi det J̃ni

∫
U

∂n(θ(x− t, t)f(t))
∂t1 · · · ∂tn

log(x1 − t1) · · · log(xn − tn)dt

with respect to (x,
√

−1ω) ∈ U ×
√

−1Sn−1, which implies the condition (1) of Defi-
nition 4.7. By the repetition of partial integrations several times in the same way as
above, we can also show that L(µ01) is a C∞ form on U ×

√
−1Sn−1 (the condition (2)

of Definition 4.7).

Next, let us prove (ii) ⇒ (i). It suffices to show ιCD
DbM (U) ◦ I(µ) and µ give the same

equivalent class. Let U ′ be a sufficiently small open neighborhood of x, V ′ a complex
neighborhood of U ′ such that V ′ ⊂ V , and χU ′ the characteristic function of U ′. By
considering χU ′I(µ) instead of I(µ) and noticing that ιCD

DbM (U) is induced from a sheaf
morphism, we have

ιCD
DbM (U)(I(µ))

∣∣∣
U ′

= ιCD
DbM (U)(χU ′I(µ))

∣∣∣
U ′

=
[(∫

U ′
(θτ1 + ∂̄zθ ∧ τ01)(z − t, t)I(µ)(t)dt,

∫
U ′

(θτ01)(z − t, t)I(µ)(t)dt
)] ∣∣∣∣∣

U ′

.

Now we take (τ1, τ01) to be a representative of bM

(⊕
i

(−1)i

∫
Γ◦

i
∩Sn−1

W (z, ξ)dξ

)
. Note

that bM is defined in Definition 3.31 and that
⊕

i

(−1)i

∫
Γ◦

i
∩Sn−1

W (z, ξ)dξ is a Čech

representative of Dirac’s delta. Since V ′ is small enough, we can take the θ so that

(τ1(z), τ01(z)) = ((θτ1 + ∂̄zθ ∧ τ01)(z, t), θτ01(z, t)) ((z, t) ∈ V ′ × U ′)

holds. Then, in the definition of bU (Definitions 3.22 and 3.31), we take the specific
ϕi’s which are independent of the variables x such as the ones given in the first part of
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this proof. For such a bU , we can interchange the order of bU and the integrations with
respect to the variable t, and hence, we have

ιCD
DbM (U) ◦ I(µ)

∣∣∣
U ′

=

[
bU ′

(⊕
i

(−1)i

∫
Γ◦

i
∩Sn−1

∫
U ′
W (z − t, ξ)I(µ)(t) dt dξ

)]
.

By Lemma 4.5, it is enough to prove that[⊕
i

(−1)iR̃[µ̃](z,Γ◦
i )

]
=

[⊕
i

(−1)i

∫
Γ◦

i
∩Sn−1

∫
U ′
W (z − t, ξ)I(µ)(t) dt dξ

]
on U ′ (4.2)

holds as Čech representation, where µ̃ is a Čech-Dolbeault representative such that
µ̃|V ′ = µ|V ′ and µ̃ ∈ E

(0,n)
X (V, V \K) for a compact set K with U ′ ⊂ Int(K) ⊂ K ⊂ U .

R̃[µ̃](z,Γ◦
i ) is defined by

R̃[µ̃](z,Γ◦
i ) =

∫
Γ◦

i
∩Sn−1

(∫
D

W (z − w, ξ)µ̃1(w) ∧ dw −
∫

∂D

W (z − w, ξ)µ̃01(w) ∧ dw

)
dξ .

By deforming D suitably and using the same arguments as in the proof of Lemma 4.12,
we can prove the equation (4.2). This completes the proof. □

A. Appendix

Let X be a complex manifold, V an open set in X and S a closed set in V .

Definition A.1 For any complex (F •, d•) of sheaves on X, we define

F q(V, V \ S) = F q(V ) ⊕ F q−1(V \ S),

and

ϑq F q(V, V \ S) F q+1(V, V \ S)

(s1, s01) (dq(s1), s1|V \S − dq−1(s01)).

:

3 3

Then, (F •(V, V \ S), ϑ•) is a complex of abelian groups. Hq(V, V \ S; F •) denotes the
q-th cohomology group of this complex.

By the definition, we can also write F q(V, V \ S) = Γ(V ; F q) ⊕ Γ(V \ S; F q−1).

Lemma A.2 Let F • and G • be complexes bounded below consisting of soft sheaves on
X. If F • is quasi-isomorphic to G •, then F •(V, V \S) is quasi-isomorphic to G •(V, V \S).

Proof. By Lemma 1 and Lemma 2 of Kashiwara-Kawai-Kimura[6], we may assume that
there is a morphism from F • to G •. Here, we note that flabby sheaves are soft. Let us
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consider the following commutative diagram of short exact sequences of complexes.

0 (F •[−1])q(V \ S) F q(V ) ⊕ F q−1(V \ S) F q(V ) 0

0 (G •[−1])q(V \ S) G q(V ) ⊕ G q−1(V \ S) G q(V ) 0,

i2 p1

i2 p1

where (•)[−1] is the shift functor, q ∈ Z, i2 is the inclusion map into the second com-
ponent and p1 is the projection onto the first component. Then, we get the following
commutative diagram of long exact sequences.

· · · Hq−1(V \ S; F •) Hq(V, V \ S; F •) Hq(V ; F •) Hq(V \ S; F •) · · ·

· · · Hq−1(V \ S; G •) Hq(V, V \ S; G •) Hq(V ; G •) Hq(V \ S; G •) · · · ,

ι

ι

where q ∈ Z and ι is induced by restriction. These long exact sequences are discussed
in Suwa[17]. Since soft sheaves are Γ(W ; •)-injective for any W ∈ Op(X) (see Def-
inition 1.8.2, Proposition 2.5.10 and Exercise II.6 of Kashiwara-Schapira[7]), we have
Hq(W ; F •) ' Hq(W ; G •) for any W ∈ Op(X) and q ∈ Z. Applying the 5-lemma to the
above diagram, we obtain Hq(V, V \ S; F •) ' Hq(V, V \ S; G •) for any q ∈ Z. □

Theorem A.3 For any p ∈ Z, we have the quasi-isomorphisms

E
(p,•)
X (V, V \ S) I •(V, V \ S) RΓS(V ; O(p)

X ),' '

where (I •, d•) is a flabby resolution of O
(p)
X .

Proof. Since I • is a flabby resolution of O
(p)
X , RΓS(V ; O(p)

X ) is quasi-isomorphic to
ΓS(V ; I •). Moreover, by Lemma A.2, E

(p,•)
X (V, V \ S) is quasi-isomorphic to I •(V, V \

S). Then, it suffices to show that ΓS(V ; I •) is quasi-isomorphic to I •(V, V \ S).
The canonical morphism φ : ΓS(V ; I •) → I •(V, V \ S) is defined by

ΓS(V ; I q) I q(V, V \ S) (q ∈ Z).

s (s, 0)

3 3

By supp(s) ⊂ S, φ forms a complex morphism and it induces morphisms between the
cohomology groups. It is easy to see that each φq : Hq

S(V ; I •) → Hq(V, V \ S; I •) is
injective. Hence, let us show that for any q ∈ Z, φq is surjective.

Since each I q is flabby, for any [(s1, s01)] ∈ Hq(V, V \ S; I •), there exists s′ ∈
Γ(V,I q−1) such that s′|V \S = s01. Then, we get

[(s1, s01)] = [(s1, s01) − ϑ(s′, 0)] = [(s1 − dq−1(s′), 0)]

and we define s̃ = s1 − dq−1(s′). By (s1, s01) ∈ Kerϑq, we have s̃|V \S = s1|V \S −
dq−1(s01) = 0 and [s̃] ∈ Hq

S(V ; I •). This means that φq is surjective, and it has been
shown that Hq

S(V ; I •) ' Hq(V, V \ S; I •) for any q ∈ Z. This completes the proof. □
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For the proof above, Honda-Komori[3] is a useful reference. If the readers are inter-
ested in the specific flabby resolution B(p,•) of O

(p)
X , Komatsu[9] will be a useful reference.

LetM be a real analytic, n-dimensional, oriented manifold andX its complexification,
and let U ∈ Op(M) and V a complex neighborhood of U . Since M is oriented, we omit
the section of the relative orientation sheaf in the definition of BM (U).

Lemma A.4 (a representative with compact support) Assume U ⊂⊂ M . Let
µ ∈ E

(0,n)
X (V, V \ U) be a representative of a hyperfunction and V ′, V ′′ ∈ Op(X) such

that V ′ ⊂⊂ V ⊂⊂ V ′′. Then, there exists a representative µ̃ ∈ E
(0,n)
X (X,X \ M) such

that

µ̃ =

{
µ on V ′,

0 on X \ V ′′.

Proof. Since BM is flabby, we can find a hyperfunction ũ ∈ BM (M) such that ũ|U =
[µ], ũ|M\U = 0. Hence, there exist µ0 ∈ E

(0,n)
X (X,X \ M), τ ′ ∈ E

(0,n−1)
X (V, V \ U) and

τ ′′ ∈ E
(0,n−1)
X (X \ V , (X \ V ) \ (M \ U)) such that

µ0|V + ϑ̄τ ′ = µ ,

µ0|X\V + ϑ̄τ ′′ = 0 .

Let V ′
0 and V ′′

0 be satisfying V ′ ⊂⊂ V ′
0 ⊂⊂ V ⊂⊂ V ′′

0 ⊂⊂ V ′′. We define ϕ′, ϕ′′ ∈
C∞

0 (X) by

ϕ′ =

{
1 on V ′,

0 on X \ V ′
0 ,

ϕ′′ =

{
1 on X \ V ′′,

0 on V ′′
0 .

Then, if we set µ̃ = µ0 + ϑ̄(ϕ′τ ′) + ϑ̄(ϕ′′τ ′′), we get

µ̃|V ′ = µ0|V ′ + ϑ̄ τ ′|V ′ = µ|V ′ ,

µ̃|X\V ′′ = µ0|X\V ′′ + ϑ̄ τ ′′|X\V ′′ = 0 .

This completes the proof. □

Lemma A.5 (Bochner-Martinelli formula) Let D ⊂ Cn be a bounded domain with
C1 boundary. For any z ∈ D and for any g ∈ C1(D), we have

g(z) = (−1)
n(n+1)

2

∫
∂D

g(ζ)β(ζ − z) ∧ dζ − (−1)
n(n+1)

2

∫
D

∂̄g(ζ) ∧ β(ζ − z) ∧ dζ,

where

β(z) = (−1)
n(n−1)

2
(n− 1)!

(2π
√

−1)n

1
‖z‖2n

n∑
i=1

(−1)i−1z̄i dz̄1 ∧ · · · ∧ d̂z̄i ∧ · · · ∧ dz̄n.

We omit the proof of Lemma A.5 (see Krantz[12]). Note that we choose
(y1, · · · , yn, x1, · · · , xn) as a positive coordinate system on Cn. Since the conventional
positive coordinate system is (x1, y1, · · · , xn, yn), we have to multiply the formula by
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(−1)
n(n+1)

2 .
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