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A refined transversality theorem on linear perturbations

and its applications

By Shunsuke Ichiki

Abstract. In this paper, we establish a refined transversality theorem

on linear perturbations from a new perspective of Hausdorff measures. Fur-

thermore, we give its applications not only to singularity theory but also to
multiobjective optimization.

1. Introduction

Transversality theorems are fundamental tools for investigating generic mappings. In

1973, Mather gave a striking transversality theorem on generic projections as the main

theorem of the celebrated paper [11]. Let L(Rm,Rℓ) be the space consisting of all linear

mappings of Rm into Rℓ. In what follows, we will regard L(Rm,Rℓ) as the Euclidean

space (Rm)ℓ in the obvious way. Briefly, Mather’s result is a transversality theorem for a

composition π ◦f : X → Rℓ of a C∞ embedding f from a C∞ manifold X into Rm and a

projection π ∈ L(Rm,Rℓ) \ Σ, where Σ is a subset of L(Rm,Rℓ) with Lebesgue measure

zero. The theorem yields important applications on a composition of a C∞ embedding

and a projection (e.g. Theorems 2 and 3 of [11]).

After that, in [6], for a C∞ immersion f from a C∞ manifold X into an open set

V of Rm and an arbitrary C∞ mapping g : V → Rℓ, a transversality theorem on the

1-jet extension of a composition of f and a mapping obtained by generically linearly

perturbing g, that is (g + π) ◦ f : X → Rℓ (π ∈ L(Rm,Rℓ) \ Σ), is given, where Σ is a

subset of L(Rm,Rℓ) with Lebesgue measure zero.

Moreover, in [7], the transversality theorem of [6] on generic linear perturbations

described above had been improved so that it works even in the case where manifolds

and mappings are not necessarily of class C∞ (see Proposition 2.2 of this paper). The

theorem also yields applications on a composition of an immersion and a generically

linearly perturbed mapping (as in Propositions 5.1 and 5.6 of this paper). Moreover,

it also gives an application not only to singularity theory but also to multiobjective

optimization (see Proposition 6.3 of this paper). Namely, it has been a useful tool to

yield various applications on generically linearly perturbed mappings.

However, the transversality theorem (Proposition 2.2) is still in the stage of Lebesgue

measures and therefore are its applications since Thom’s parametric transversality the-

orem is used as a lemma in its proof. On the other hand, in [8], Thom’s parametric

transversality theorem had been already improved from a new perspective of Hausdorff

measures which generalize Lebesgue measures. Thus, the purpose of this paper is to give

a refined version of the transversality theorem from the viewpoint of Hausdorff measures

and its various applications.
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In [6, 7], not only immersions but also injections are investigated. More precisely, in

[6], for a C∞ injection f from a C∞ manifold X into an open set V of Rm and a C∞

mapping g : V → Rℓ, a specialized transversality theorem on crossings of a composition

of f and a mapping obtained by generically linearly perturbing g and its applications are

also given from the viewpoint of Lebesgue measures. Furthermore, in [7], the specialized

transversality theorem and some of its applications have been improved so that they work

even in the case where manifolds and mappings are not necessarily of class C∞. On the

other hand, for refined versions of these injective cases from the viewpoint of Hausdorff

measures, there are still some supplementary problems that remain unsolved (for details,

see Remark 2.4 (6)). Thus, in this paper, we do not treat injective cases, but we give an

application to multiobjective optimization from the viewpoint of singularity theory and

differential topology, which is a refined version of a result obtained in [4] (Proposition 6.3

in this paper) from a new perspective of Hausdorff measures.

The remainder of this paper is organized as follows. In Section 2, we state the main

theorem. In Section 3, we review the definition of Hausdorff measures and prepare an

essential tool for the proof of the main theorem, and in Section 4, we show the main

theorem. In Section 5, we give applications of the main theorem. In Section 6, we

also give an application of the main theorem to multiobjective optimization from the

viewpoint of singularity theory and differential topology, and in Section 7, we give the

proof of the application.

2. The main theorem

In this paper, unless otherwise stated, all manifolds are without boundary and as-

sumed to have a countable basis. In this section, we prepare some notations and state

the main theorem. First, we review the definition of transversality.

Definition 2.1. LetX and Y be Cr manifolds, and Z a Cr submanifold of Y (r ≥ 1).

Let f : X → Y be a C1 mapping.

(1) We say that f : X → Y is transverse to Z at x ∈ X if f(x) ̸∈ Z or in the case of

f(x) ∈ Z, the following holds:

dfx(TxX) + Tf(x)Z = Tf(x)Y.

(2) We say that f : X → Y is transverse to Z if for any x ∈ X, the mapping f is

transverse to Z at x.

Let X be a Cr manifold (r ≥ 2) of dimension n, and J1(X,Rℓ) the space of 1-jets of

mappings of X into Rℓ. Then, note that J1(X,Rℓ) is a Cr−1 manifold. For a given Cr

mapping f : X → Rℓ, the 1-jet extension j1f : X → J1(X,Rℓ) is defined by q 7→ j1f(q).

Then, notice that j1f is of class Cr−1. For details on J1(X,Rℓ) and j1f , see for example,

[3].

Now, let { (Vλ, φλ) }λ∈Λ be a coordinate neighborhood system of X. Let Π :

J1(X,Rℓ) → X × Rℓ be the natural projection defined by Π(j1f(q)) = (q, f(q)). Let

Φλ : Π−1(Vλ × Rℓ) → φλ(Vλ)× Rℓ × J1(n, ℓ) be the homeomorphism defined by

Φλ

(
j1f(q)

)
=

(
φλ(q), f(q), j

1(ψ
λ
◦ f ◦ φ−1

λ ◦ φ̃λ)(0)
)
,
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where J1(n, ℓ) = { j1f(0) | f : (Rn, 0) → (Rℓ, 0) } and φ̃λ : Rn → Rn (resp., ψλ : Rℓ →
Rℓ) is the parallel translation satisfying φ̃λ(0) = φλ(q) (resp., ψλ(f(q)) = 0). Then,

{ (Π−1(Vλ × Rℓ),Φλ) }λ∈Λ is a coordinate neighborhood system of J1(X,Rℓ).

Set

Sk = { j1f(0) ∈ J1(n, ℓ) | corank Jf(0) = k } ,

where corank Jf(0) = min {n, ℓ } − rank Jf(0) and k = 1, 2, . . . ,min {n, ℓ }. Set

Sk(X,Rℓ) =
⋃
λ∈Λ

Φ−1
λ

(
φλ(Vλ)× Rℓ × Sk

)
.

Then, the set Sk(X,Rℓ) is a submanifold of J1(X,Rℓ) satisfying

codimSk(X,Rℓ) = dim J1(X,Rℓ)− dimSk(X,Rℓ) = (n− v + k)(ℓ− v + k),

where v = min {n, ℓ }. (For details on Sk and Sk(X,Rℓ), see [3, pp. 60–61]).

Proposition 2.2 ([7]). Let f : X → V be a Cr immersion, and g : V → Rℓ a Cr

mapping, where r is an integer satisfying r ≥ 2, X is a Cr manifold and V is an open

subset of Rm. Let k be an integer satisfying 1 ≤ k ≤ min { dimX, ℓ }. If

r ≥ max {dimX − codimSk(X,Rℓ), 0 }+ 2,

then the set

Σk = {π ∈ L(Rm,Rℓ) | j1((g + π) ◦ f) is not transverse to Sk(X,Rℓ) }

has Lebesgue measure zero in L(Rm,Rℓ).

As a side note, [6, Theorem 1] is Proposition 2.2 in the case where all manifolds

and mappings are of class C∞. Namely, Proposition 2.2 is an improvement of [6, The-

orem 1]. The following is the main theorem of this paper, which is a refined version of

Proposition 2.2 from a new perspective of Hausdorff measures.

Theorem 2.3. Let f : X → V be a Cr immersion, and g : V → Rℓ a Cr mapping,

where r is an integer satisfying r ≥ 2, X is a Cr manifold and V is an open subset of

Rm. Let k be an integer satisfying 1 ≤ k ≤ min { dimX, ℓ }. Set

Σk = {π ∈ L(Rm,Rℓ) | j1((g + π) ◦ f) is not transverse to Sk(X,Rℓ) } .

Then, the following hold:

(1) Suppose dimX − codimSk(X,Rℓ) ≥ 0. Then, for any real number s satisfying

s ≥ mℓ− 1 +
dimX − codimSk(X,Rℓ) + 1

r − 1
,(2.1)

the set Σk has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

(2) Suppose dimX − codimSk(X,Rℓ) < 0. Then, we have the following:
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(2a) For any real number s satisfying

s > mℓ+ dimX − codimSk(X,Rℓ),(2.2)

the set Σk has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

(2b) For any π ∈ L(Rm,Rℓ) \ Σk, we have j1((g + π) ◦ f)(X) ∩ Sk(X,Rℓ) = ∅.

Remark 2.4. We give the following remarks on Theorem 2.3.

(1) We will show that Theorem 2.3 implies Proposition 2.2. Let f and g (resp. k and r)

be mappings (resp. integers) satisfying the assumption of Proposition 2.2. First, we

consider the case dimX−codimSk(X,Rℓ) ≥ 0. Since r ≥ dimX−codimSk(X,Rℓ)+

2, we can set s = mℓ in (2.1). Thus, since Σk has mℓ-dimensional Hausdorff measure

zero in L(Rm,Rℓ) by Theorem 2.3 (1), Σk also has Lebesgue measure zero. In the

case dimX − codimSk(X,Rℓ) < 0, since we can set s = mℓ in (2.2), Σk has mℓ-

dimensional Hausdorff measure zero in L(Rm,Rℓ) by Theorem 2.3 (2a), which implies

that Σk has Lebesgue measure zero.

(2) In Theorem 2.3 (1), if all manifolds and mappings are of class C∞, then for any real

number s such that s > mℓ − 1, there exists a positive integer r satisfying (2.1).

Thus, in the C∞ case, we can replace (2.1) by

s > mℓ− 1.

(3) In Theorem 2.3, since f is an immersion, we have n ≤ m, where n = dimX. Thus,

in Theorem 2.3 (2a), since

mℓ+ dimX − codimSk(X,Rℓ) ≥ mℓ+ n− nℓ = (m− n)ℓ+ n ≥ n,

it is not necessary to assume that s is non-negative.

(4) In Theorem 2.3, there is an advantage that the domain of g : V → Rℓ is not Rm

but an arbitrary open subset V of Rm. Suppose V = R. Let g : R → R be the

function defined by g(x) = |x|. Since g is not differentiable at x = 0, we cannot

apply Theorem 2.3 to g : R → R. On the other hand, if V = R \ { 0 }, then we can

apply the theorem to g|V .

(5) The assumptions (2.1) and (2.2) cannot be improved in general (see Remark 5.5

and Remark 5.9, respectively), which implies that these are the best evaluations in

general.

(6) As explained in Section 1, in [6, 7], not only the case where f is an immersion but

also the case where f is an injection is investigated from the viewpoint of Lebesgue

measures. By using the refined version of Thom’s parametric transversality theorem

obtained in [8] (Theorem 3.3 in this paper), we can certainly update some results on

injections obtained in [6, 7] from the new perspective of Hausdorff measures. How-

ever, for those updated results, it is unsolved whether the evaluations on Hausdorff

measures (such as (2.1) and (2.2) in immersion cases) are the best or not in general.

Thus, in this paper, we do not deal with injective cases, but we give an application

of Theorem 2.3 to multiobjective optimization in Sections 6 and 7.
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3. Preliminaries for the proof of the main theorem

First, we review the definition of Hausdorff measures. Let s be an arbitrary non-

negative real number. Then, the s-dimensional Hausdorff outer measure on Rn is defined

as follows. Let B be a subset of Rn. The 0-dimensional Hausdorff outer measure of B is

the number of points in B. For s > 0, the s-dimensional Hausdorff outer measure of B

is defined by

lim
δ→0

Hs
δ(B),

where for each 0 < δ ≤ ∞,

Hs
δ(B) = inf


∞∑
j=1

(diamCj)
s

∣∣∣∣∣∣ B ⊂
∞⋃
j=1

Cj , diamCj ≤ δ

 .

Here, for a subset C of Rn, we write

diam C = sup { ∥x− y∥ | x, y ∈ C } ,

where ∥z∥ denotes the Euclidean norm of z ∈ Rn. Note that the infimum in Hs
δ(B) is

over all coverings of B by subsets C1, C2, . . . of Rn satisfying diam Cj ≤ δ for all positive

integers j.

Let s be an arbitrary non-negative real number. Let N be a Cr manifold (r ≥ 1)

of dimension n, and { (Uλ, φλ) }λ∈Λ a coordinate neighborhood system of N . Then, a

subset Σ of N has s-dimensional Hausdorff measure zero in N if for any λ ∈ Λ, the

set φλ(Σ ∩ Uλ) has s-dimensional Hausdorff (outer) measure zero in Rn. Note that this

definition does not depend on the choice of a coordinate neighborhood system of N .

Moreover, for a subset Σ of N , set

HDN (Σ) = inf { s ∈ [0,∞) | Σ has s-dimensional Hausdorff measure zero in N } ,

which is called the Hausdorff dimension of Σ in N .

Next, we will prepare an essential tool (Theorem 3.3) for the proof of the main

theorem, which is a refined version of Thom’s parametric transversality theorem and its

improvement which was given by Mather in [11]. In order to state Theorem 3.3, we

prepare some definitions. Let X, A and Y be Cr manifolds (r ≥ 1), and U an open set

of X × A. In what follows, by π1 : U → X and π2 : U → A, we denote the natural

projections defined by

π1(x, a) = x, π2(x, a) = a.

Let F : U → Y be a C1 mapping. For any element a ∈ π2(U), let

Fa : π1(U ∩ (X × { a })) → Y

be the mapping defined by Fa(x) = F (x, a). Here, note that π1(U ∩ (X × { a })) is open
in X. Let Z be a submanifold of Y . Set

Σ(F,Z) = { a ∈ π2(U) | Fa is not transverse to Z } .
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Definition 3.1. LetX and Y be Cr manifolds, and Z a Cr submanifold of Y (r ≥ 1).

Let f : X → Y be a C1 mapping. For any x ∈ X, set

δ(f, x, Z) =

{
0 if f(x) ̸∈ Z,

dimY − dim(dfx(TxX) + Tf(x)Z) if f(x) ∈ Z,

δ(f, Z) = sup { δ(f, x, Z) | x ∈ X } .

In the case that all manifolds and mappings are of class C∞, Definition 3.1 is the

definition of [11, p. 230]. As in [1], δ(f, x, Z) measures the extent to which f fails to be

transverse to Z at x.

Definition 3.2. Let X, A and Y be Cr manifolds, and Z a Cr submanifold of Y

(r ≥ 1). Let F : U → Y be a C1 mapping, where U is an open set of X × A. Then, we

define

W (F,Z) = { (x, a) ∈ U | δ(Fa, x, Z) = δ(F, (x, a), Z) > 0 } ,
δ∗(F,Z) = dimX + dimZ − dimY + δ(F,Z)

= dimX − codimZ + δ(F,Z),

where codimZ = dimY − dimZ.

In what follows, we denote the image of a given mapping f by Im f .

Theorem 3.3 ([8]). Let X, A and Y be Cr manifolds, Z a Cr submanifold of Y ,

and F : U → Y a Cr mapping, where U is an open set of X × A and r is a positive

integer. Then, the following hold:

(1) Suppose δ∗(F,Z) ≥ 0. Then, for any real number s satisfying

s ≥ dimA− 1 +
δ∗(F,Z) + 1

r
,(3.1)

the following (α) and (β) are equivalent.

(α) The set π2(W (F,Z)) has s-dimensional Hausdorff measure zero in π2(U).

(β) The set Σ(F,Z) has s-dimensional Hausdorff measure zero in π2(U).

(2) Suppose δ∗(F,Z) < 0. Then, the following hold:

(2a) We have W (F,Z) = ∅.

(2b) For any non-negative real number s satisfying s > dimA + δ∗(F,Z), the set

Σ(F,Z) has s-dimensional Hausdorff measure zero in π2(U).

(2c) For any a ∈ π2(U) \ Σ(F,Z), we have ImFa ∩ Z = ∅.

4. Proof of the main theorem

Let Γ : X × L(Rm,Rℓ) → J1(X,Rℓ) be the Cr−1 mapping defined by

Γ(q, π) = j1((g + π) ◦ f)(q).
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The strategy of this proof is to apply Theorem 3.3 as F = Γ and Z = Sk(X,Rℓ). First,

by the same method as in the proofs of [6, Theorem 1] and Proposition 2.2, we can obtain

δ(Γ, Sk(X,Rℓ)) = 0. Thus, we have

δ∗(Γ, Sk(X,Rℓ)) = dimX − codimSk(X,Rℓ).

Then, note that Σk = Σ(Γ, Sk(X,Rℓ)).

Next, we will show Theorem 2.3 (1). Since dimX − codimSk(X,Rℓ) ≥ 0, we obtain

δ∗(Γ, Sk(X,Rℓ)) ≥ 0. Notice that Γ is of class Cr−1 (r ≥ 2) and we have

s ≥ mℓ− 1 +
dimX − codimSk(X,Rℓ) + 1

r − 1
= mℓ− 1 +

δ∗(Γ, Sk(X,Rℓ)) + 1

r − 1
.

Since δ(Γ, Sk(X,Rℓ)) = 0, we obtain W (Γ, Sk(X,Rℓ)) = ∅. Therefore, the set

π2(W (Γ, Sk(X,Rℓ))) has s-dimensional Hausdorff measure zero in L(Rm,Rℓ). Thus,

by Theorem 3.3 (1), the set Σ(Γ, Sk(X,Rℓ)) has s-dimensional Hausdorff measure zero

in L(Rm,Rℓ). Since Σk = Σ(Γ, Sk(X,Rℓ)), we have Theorem 2.3 (1).

Finally, we will show Theorem 2.3 (2). Since dimX−codimSk(X,Rℓ) < 0, we obtain

δ∗(Γ, Sk(X,Rℓ)) < 0. Since Γ is of class Cr−1 (r ≥ 2) and we have

s > mℓ+ dimX − codimSk(X,Rℓ) = mℓ+ δ∗(Γ, Sk(X,Rℓ)),

the set Σ(Γ, Sk(X,Rℓ)) has s-dimensional Hausdorff measure zero in L(Rm,Rℓ) by The-

orem 3.3 (2b). By Theorem 3.3 (2c), for any π ∈ L(Rm,Rℓ) \ Σ(Γ, Sk(X,Rℓ)), we have

ImΓπ ∩ Sk(X,Rℓ) = ∅. Since Σk = Σ(Γ, Sk(X,Rℓ)), we obtain Theorem 2.3 (2). 2

5. Applications of the main theorem

In this section, we give applications and their examples of the main theorem in the

two cases ℓ = 1 and ℓ ≥ 2 dimX.

First, we consider the case ℓ = 1. Let X be a Cr manifold (r ≥ 1), and let f : X → R
be a C1 mapping. A point x ∈ X is called a critical point of f if rank dfx = 0. We

say that a point of R is a critical value if it is the image of a critical point. A Cr

function f : X → R (r ≥ 2) is called a Morse function if all of the critical points

of f are nondegenerate, where X is a Cr manifold. For details on Morse functions,

see for example, [3, p. 63]. In [7], the following result is obtained as an application of

Proposition 2.2.

Proposition 5.1 ([7]). Let f be a Cr immersion of a Cr manifold X into an open

subset V of Rm, and g : V → R a Cr function, where r is an integer satisfying r ≥ 2.

Then, the set

Σ = {π ∈ L(Rm,R) | (g + π) ◦ f : X → R is not a Morse function }

has Lebesgue measure zero in L(Rm,R).

As a side note, Corollary 1 of [6] is Proposition 5.1 in the case where all manifolds and

mappings are of class C∞. Namely, Proposition 5.1 is an improvement of Corollary 1 of

[6]. In this paper, by using the main theorem, we further upgrade Proposition 5.1 from
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a new perspective of Hausdorff measures as follows:

Theorem 5.2. Let f be a Cr immersion of a Cr manifold X into an open subset

V of Rm, and g : V → R a Cr function, where r is an integer satisfying r ≥ 2. Set

Σ = {π ∈ L(Rm,R) | (g + π) ◦ f : X → R is not a Morse function } .

Then, for any real number s satisfying

s ≥ m− 1 +
1

r − 1
,(5.1)

the set Σ has s-dimensional Hausdorff measure zero in L(Rm,R).

Remark 5.3. In Theorem 5.2, if all manifolds and mappings are of class C∞, then

we can replace (5.1) by s > m− 1 by the same argument as in Remark 2.4 (2) .

Proof of Theorem 5.2. It is clearly seen that Σ is the set consisting of all elements π ∈
L(Rm,R) satisfying that j1((g + π) ◦ f) is not transverse to S1(X,R). Since dimX −
codimS1(X,R) = 0, by Theorem 2.3 (1), for any real number s satisfying (5.1), the set

Σ has s-dimensional Hausdorff measure zero in L(Rm,R). □

As in the following example (Example 5.4), there exists an example such that (5.1)

in Theorem 5.2 cannot be improved. Namely, (5.1) is the best evaluation in general. In

Example 5.4, we also explain an advantage of Theorem 5.2 from a new perspective of

Hausdorff measures compared to Proposition 5.1 from the viewpoint of Lebesgue mea-

sures.

Example 5.4 (An example of Theorem 5.2). Set X = V = R and f(x) = x in

Theorem 5.2. Let g : R → R be the Cr function defined by g(x) = −
∫ x

0
η(x)dx, where r

is an integer satisfying r ≥ 2 and η : R → R is a Cr−1 function such that the Hausdorff

dimension of the set consisting of all critical values of η is 1
r−1 . Note that the existence

of such a function is guaranteed in [2, Example 4.2]1. Set

Σ = { a ∈ R | g + π : R → R is not a Morse function, where π(x) = ax } .

By noting that a linear mapping π ∈ L(R,R) can be expressed by π(x) = ax (a ∈ R)
and thus that it can be identified with a ∈ R, for any real number s satisfying

s ≥ 1

r − 1
,(5.2)

the set Σ has s-dimensional Hausdorff measure zero in R by Theorem 5.2. Now, we will

show that (5.2) cannot be improved. Let cv(η) be the set consisting of all critical values of

η. Since a ∈ Σ if and only if there exists x ∈ R such that d(g+π)
dx (x) = 0 and d2(g+π)

dx2 (x) = 0

(i.e. a = η(x) and dη
dx (x) = 0) if and only if a ∈ cv(η), we obtain Σ = cv(η), which implies

that HDR(Σ) = 1
r−1 . Namely, we cannot improve the assumption (5.2), which implies

1In [2, Example 4.2], in general, there exists a Cr mapping η̃ : Rm → Rm such that the Hausdorff
dimension of the set consisting of all critical values of η̃ (i.e. the set of all η̃(x) ∈ Rm such that x ∈ Rm

satisfies rank dη̃x < m) is equal to m− 1 + 1
r
, where r is a positive integer.
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that (5.1) is the best evaluation in general.

Now, by using this example, we simply explain an advantage of Theorem 5.2 compared

to Proposition 5.1. By the above argument, in the case r ≥ 3, we have

HDR(Σ) < HDR(K) =
log 2

log 3
= 0.63 · · · ,

where K is the Cantor set in R. Thus, in the case r ≥ 3. the set Σ is never equal to K.

On the other hand, in the case r = 2, there exists an example such that the bad set is

equal to K as follows. Let h : R → R be the C2 function defined by h(x) = −
∫ x

0
ξ(x)dx,

where ξ : R → R is a C1 function such that the set consisting of all critical values of ξ

is the Cantor set K. Note that the existence of the mapping ξ can be easily shown from

[12, Proposition 2 (p. 1485)]2. Set

Σ′ = { a ∈ R | h+ π : R → R is not a Morse function, where π(x) = ax } .

Since we have a ∈ Σ′ if and only if there exists x ∈ R such that d(h+π)
dx (x) = 0 and

d2(h+π)
dx2 (x) = 0 (i.e. a = ξ(x) and dξ

dx (x) = 0), which is equivalent to that a ∈ K, we

obtain Σ′ = K.

Since any subset of R whose Hausdorff dimension is strictly smaller than 1 has

Lebesgue measure zero in R, we cannot investigate whether the bad set is equal to

K or not by Proposition 5.1. On the other hand, as in the case r ≥ 3 of this example,

we can see that the bad set Σ is never equal to K by Theorem 5.2.

Here, we give a remark on the assumption (2.1) of Theorem 2.3.

Remark 5.5. In Theorem 2.3, let X = V = R, and let f and g be the functions

defined in Example 5.4. Then, Σ1 in Theorem 2.3 is expressed as follows:

Σ1 = {π ∈ L(R,R) | j1(g + π) is not transverse to S1(R,R) } .

Since dimR− codimS1(R,R) = 0, for any real number s satisfying s ≥ 1
r−1 , the set Σ1

has s-dimensional Hausdorff measure zero in L(R,R) by Theorem 2.3 (1). Since Σ1 can

be identified with the set Σ in Example 5.4, we have HDL(R,R)(Σ1) = 1
r−1 . Thus, the

assumption s ≥ 1
r−1 cannot be improved, which implies that (2.1) is the best evaluation

in general.

Next, we consider the case ℓ ≥ 2 dimX. In [7], the following result is also obtained

as an application of Proposition 2.2.

Proposition 5.6 ([7]). Let f be a Cr immersion of an n-dimensional Cr manifold

X into an open subset V of Rm, and g : V → Rℓ a Cr mapping, where ℓ ≥ 2n and r ≥ 2.

Then, the following set

Σ = {π ∈ L(Rm,Rℓ) | (g + π) ◦ f : X → Rℓ is not an immersion }

2Proposition 2 of [12] is as follows: If K̃ is a compact subset of the closed interval [0,1], then K̃ has

Lebesgue measure zero if and only if the set consisting of all critical values of ξ̃ is equal to K̃ for some

C1 function ξ̃ : R → R. Since the Cantor set K is a compact subset of [0, 1] with Lebesgue measure zero,

we can guarantee the existence of the above function ξ : R → R.
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has Lebesgue measure zero in L(Rm,Rℓ).

As a side note, Corollary 3 of [6] is Proposition 5.6 in the case where all manifolds and

mappings are of class C∞. Namely, Proposition 5.6 is an improvement of Corollary 3 of

[6]. In this paper, by using the main theorem, we further upgrade Proposition 5.6 from

a new perspective of Hausdorff measures as follows:

Theorem 5.7. Let f be a Cr immersion of an n-dimensional Cr manifold X into

an open subset V of Rm, and g : V → Rℓ a Cr mapping, where ℓ ≥ 2n and r ≥ 2. Set

Σ = {π ∈ L(Rm,Rℓ) | (g + π) ◦ f : X → Rℓ is not an immersion } .

Then, for any real number s satisfying

s > mℓ+ (2n− ℓ− 1),(5.3)

the set Σ has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

Proof of Theorem 5.7. Let k be an integer satisfying 1 ≤ k ≤ n. As in Theorem 2.3, set

Σk = {π ∈ L(Rm,Rℓ) | j1((g + π) ◦ f) is not transverse to Sk(X,Rℓ) } .

Since ℓ ≥ 2n, we have

dimX − codimSk(X,Rℓ) ≤ dimX − codimS1(X,Rℓ) = 2n− ℓ− 1 < 0.

Hence, since

s > mℓ+ (2n− ℓ− 1) ≥ mℓ+ (dimX − codimSk(X,Rℓ)),

by Theorem 2.3 (2), we have the following:

(a) The set Σk has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

(b) For any π ∈ L(Rm,Rℓ) \ Σk, we have j1((g + π) ◦ f)(X) ∩ Sk(X,Rℓ) = ∅.

By (b), we can easily obtain Σ =
⋃n

k=1 Σk. By (a), the set Σ has s-dimensional

Hausdorff measure zero in L(Rm,Rℓ). □

As in the following example (Example 5.8), there exists an example such that (5.3)

in Theorem 5.7 cannot be improved. Namely, (5.3) is the best evaluation in general. In

Example 5.8, we also explain an advantage of Theorem 5.7 from a new perspective of

Hausdorff measures compared to Proposition 5.6 from the viewpoint of Lebesgue mea-

sures.

Example 5.8 (An example of Theorem 5.7). Set X = V = R and f(x) = x in

Theorem 5.7. Let g : R → Rℓ (ℓ ≥ 2) be the C∞ mapping defined by g(x) = (x2, . . . , x2).

As in Theorem 5.7, set

Σ = {π ∈ L(R,Rℓ) | g + π : R → Rℓ is not an immersion } .



A refined transversality theorem on linear perturbations and its applications 11

Then, for any real number s satisfying s > 1, the set Σ has s-dimensional Hausdorff

measure zero in L(R,Rℓ) by Theorem 5.7. On the other hand, by the following direct

calculation, we obtain Σ = B, where

B = {π = (π1, . . . , πℓ) ∈ L(R,Rℓ) | π1 = · · · = πℓ } .

Since B does not have 1-dimensional Hausdorff measure zero in L(R,Rℓ), we cannot

improve the assumption s > 1, which means that in general, (5.3) cannot be improved.

Now, we prove Σ = B. First, we show Σ ⊂ B. Let π = (π1, . . . , πℓ) ∈ Σ be an

arbitrary element. Set πi(x) = aix (ai ∈ R) for i = 1, . . . , ℓ. Then, there exists x̃ ∈ R
such that 2x̃+ ai = 0 for all i = 1, . . . , ℓ. Since a1 = · · · = aℓ, we have π ∈ B.

Next, we show B ⊂ Σ. Let π ∈ B be an arbitrary element. Then, we can express

πi(x) = ax (a ∈ R) for all i = 1, . . . , ℓ. Set x̃ = −a
2 . Since d(g + π)x̃ = 0, we obtain

π ∈ Σ.

Now, by using this example, we explain an advantage of Theorem 5.7 compared to

Proposition 5.6. Since any subset of L(R,Rℓ) whose Hausdorff dimension is strictly

smaller than ℓ has Lebesgue measure zero in L(R,Rℓ), we cannot estimate the Hausdorff

dimension of the bad set Σ by Proposition 5.6. On the other hand, by Theorem 5.7, we

have an estimate of the Hausdorff dimension of the bad set, such as HDL(R,Rℓ)(Σ) ≤ 1.

For example, we consider the case of ℓ ≥ 3. Since a “surface” such as a 2-dimensional

sphere has Lebesgue measure zero in L(R,Rℓ), we cannot exclude the possibility that

the bad set is such a 2-dimensional set by Proposition 5.6. On the other hand, by using

Theorem 5.7, we can conclude that the bad set is never equal to a “surface” such as a

2-dimensional sphere, since HDL(R,Rℓ)(Σ) ≤ 1.

Here, we give a remark on the assumption (2.2) of Theorem 2.3.

Remark 5.9. In Theorem 2.3, let X = V = R and let f and g : R → Rℓ (ℓ ≥ 2) be

the mappings defined in Example 5.8. Then, Σ1 in Theorem 2.3 is expressed as follows:

Σ1 = {π ∈ L(R,Rℓ) | j1(g + π) is not transverse to S1(R,Rℓ) } .

Since dimR − codimS1(R,Rℓ) = 1 − ℓ < 0, for any real number s satisfying s > 1, the

set Σ1 has s-dimensional Hausdorff measure zero in L(R,Rℓ) by Theorem 2.3 (2a). Since

Σ1 is equal to the set Σ in Example 5.8, we cannot improve the assumption s > 1, which

implies that (2.2) is the best evaluation in general.

6. An application of the main theorem to multiobjective optimization

The purpose of this section is to give an application of the main theorem to multi-

objective optimization from the viewpoint of differential topology and singularity theory

(see Theorem 6.4) . For a positive integer ℓ, set

L = { 1, . . . , ℓ } .

We consider the problem of optimizing several functions simultaneously. More pre-

cisely, let f : X → Rℓ be a mapping, where X is a given arbitrary set. A point x ∈ X
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is called a Pareto solution of f if there does not exist another point y ∈ X such that

fi(y) ≤ fi(x) for all i ∈ L and fj(y) < fj(x) for at least one index j ∈ L. We denote the

set consisting of all Pareto solutions of f by X∗(f), which is called the Pareto set of f .

The set f(X∗(f)) is called the Pareto front of f . The problem of determining X∗(f) is

called the problem of minimizing f .

Let f = (f1, . . . , fℓ) : X → Rℓ be a mapping, where X is a given arbitrary set. For a

non-empty subset I = { i1, . . . , ik } of L such that i1 < · · · < ik, set

fI = (fi1 , . . . , fik).

The problem of determining X∗(fI) is called a subproblem of the problem of minimizing

f . Set

∆ℓ−1 =

{
(w1, . . . , wℓ) ∈ Rℓ

∣∣∣∣∣
ℓ∑

i=1

wi = 1, wi ≥ 0

}
.

We also denote a face of ∆ℓ−1 for a non-empty subset I of L by

∆I = { (w1, . . . , wℓ) ∈ ∆ℓ−1 | wi = 0 (i ̸∈ I) } .

In this section, for a Cr manifold N (possibly with corners) and a subset V of Rℓ, a

mapping g : N → V is called a Cr mapping (resp., a Cr diffeomorphism) if g : N → Rℓ is

of class Cr (resp., if g : N → Rℓ is a Cr immersion and g : N → V is a homeomorphism),

where r is a positive integer or r = ∞. Here, C0 mappings and C0 diffeomorphisms are

continuous mappings and homeomorphisms, respectively.

Definition 6.1 ([4, 5]). Let f = (f1, . . . , fℓ) : X → Rℓ be a mapping, where X

is a subset of Rm. Let r be an integer satisfying r ≥ 0 or r = ∞. The problem of

minimizing f is Cr simplicial if there exists a Cr mapping Φ : ∆ℓ−1 → X∗(f) such

that both the mappings Φ|∆I
: ∆I → X∗(fI) and f |X∗(fI) : X∗(fI) → f(X∗(fI))

are Cr diffeomorphisms for any non-empty subset I of L. The problem of minimizing

f is Cr weakly simplicial if there exists a Cr mapping ϕ : ∆ℓ−1 → X∗(f) such that

ϕ(∆I) = X∗(fI) for any non-empty subset I of L.

As described in [4], simpliciality is an important property, which can be seen in several

practical problems ranging from the facility location problem studied half a century

ago [10] to sparse modeling actively developed today [4]. If a problem is simplicial, then

we can efficiently compute a parametric-surface approximation of the entire Pareto set

with few sample points [9].

A subset X of Rm is convex if tx+(1− t)y ∈ X for all x, y ∈ X and all t ∈ [0, 1]. Let

X be a convex set in Rm. A function f : X → R is strongly convex if there exists α > 0

such that

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y)− 1

2
αt(1− t) ∥x− y∥2

for all x, y ∈ X and all t ∈ [0, 1], where ∥z∥ is the Euclidean norm of z ∈ Rm. The

constant α is called a convexity parameter of the function f . A mapping f = (f1, . . . , fℓ) :

X → Rℓ is strongly convex if fi is strongly convex for any i ∈ L.
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Theorem 6.2 ([4, 5]). Let f : Rm → Rℓ be a strongly convex Cr mapping, where

r is a positive integer or r = ∞. Then, the problem of minimizing f is Cr−1 weakly

simplicial. Moreover, this problem is Cr−1 simplicial if the rank of the differential dfx is

equal to ℓ− 1 for any x ∈ X∗(f).

Moreover, in [4], the following result is obtained as an application of Proposition 2.2.

Proposition 6.3 ([4]). Let f : Rm → Rℓ (m ≥ ℓ) be a strongly convex Cr mapping,

where r is an integer satisfying r ≥ 2 or r = ∞. Set

Σ = {π ∈ L(Rm,Rℓ) | The problem of minimizing f + π is not Cr−1 simplicial } .

If m− 2ℓ+ 4 > 0, then Σ has Lebesgue measure zero in L(Rm,Rℓ).

By using the main theorem, we can also upgrade Proposition 6.3 as follows:

Theorem 6.4. Let f : Rm → Rℓ (m ≥ ℓ) be a strongly convex Cr mapping, where

r is an integer satisfying r ≥ 2 or r = ∞. Set

Σ = {π ∈ L(Rm,Rℓ) | The problem of minimizing f + π is not Cr−1 simplicial } .

If m− 2ℓ+ 4 > 0, then for any non-negative real number s satisfying

s > mℓ− (m− 2ℓ+ 4),(6.1)

the set Σ has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

As in the following example (Example 6.6), there exists an example such that (6.1)

in Theorem 6.4 cannot be improved. Namely, (6.1) is the best evaluation in general. In

Example 6.6, we also explain an advantage of Theorem 6.4 from a new perspective of

Hausdorff measures compared to Proposition 6.3 from the viewpoint of Lebesgue mea-

sures. Now, in order to show that a given mapping in Example 6.6 is strongly convex,

we prepare Lemma 6.5, which is a well-known result (for the proof, for example, see [5]).

Let X be a convex subset of Rm. A function f : X → R is said to be convex if

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y)

for all x, y ∈ X and all t ∈ [0, 1].

Lemma 6.5. Let X be a convex subset of Rm. Then, a function f : X → R is strongly

convex with a convexity parameter α > 0 if and only if the function g : X → R defined

by g(x) = f(x)− α
2 ∥x∥2 is convex.

Example 6.6 (An example of Theorem 6.4). Let f = (f1, f2) : R2 → R2 be the

mapping defined by fi(x1, x2) = x21 + x22 for i = 1, 2. Since g(x) = fi(x)− 2
2 ∥x∥

2
= 0 is

convex, f is strongly convex by Lemma 6.5, where x = (x1, x2). As in Theorem 6.4, set

Σ = {π ∈ L(R2,R2) | The problem of minimizing f + π is not C∞ simplicial } .

Then, for any real number s satisfying s > 2, the set Σ has s-dimensional Hausdorff
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measure zero in L(R2,R2) by Theorem 6.4.

On the other hand, by the following direct calculation, we obtain Σ = B, where

B = {π = (π1, π2) ∈ L(R2,R2) | π1 = π2 } .

Since B does not have 2-dimensional Hausdorff measure zero in L(R2,R2), we cannot

improve the assumption s > 2.

Now, we show Σ = B. First, in order to show that Σ ⊂ B, we will show that

L(R2,R2) \ B ⊂ L(R2,R2) \ Σ. Let π ∈ L(R2,R2) \ B be an arbitrary element. Let

H : R2 → R2 be the diffeomorphism defined by H(X1, X2) = (X1−X2, X2). As f1 = f2,

we obtain H ◦ (f + π) = (π1 − π2, f2 + π2). Since π1 − π2 is a linear function satisfying

π1 − π2 ̸= 0, it follows that rank d(H ◦ (f + π))x ≥ 1 for any x ∈ R2. As H is a

diffeomorphism, we have that rank d(f + π)x ≥ 1 for any x ∈ R2. By Theorem 6.2, the

problem of minimizing f + π is C∞ simplicial. Namely, we obtain π ∈ L(R2,R2) \ Σ.
Next, we will show that B ⊂ Σ. Let π = (π1, π2) ∈ B be an arbitrary element. Set

π1(x1, x2) = π2(x1, x2) = a1x1 + a2x2, where a1, a2 ∈ R. Since

(fi + πi)(x1, x2) = x21 + x22 + a1x1 + a2x2

=
(
x1 +

a1
2

)2

+
(
x2 +

a2
2

)2

− a21 + a22
4

for i = 1, 2, we obtain X∗(f + π) =
{
(−a1

2 ,−
a2

2 )
}

(⊂ R2). Hence, the problem of

minimizing f+π is not C0 simplicial (and hence, not C∞ simplicial). Namely, we obtain

π ∈ Σ.

Finally, by using this example, we explain an advantage of Theorem 6.4 compared

to Proposition 6.3. Since a set whose Hausdorff dimension is equal to 3, such as a

3-dimensional sphere, has Lebesgue measure zero in L(R2,R2), we cannot exclude the

possibility that the bad set Σ is such a “3-dimensional set” by Proposition 6.3. On the

other hand, by using Theorem 6.4, we can conclude that Σ is never equal to such a

“3-dimensional set” since HDL(R2,R2)(Σ) ≤ 2.

7. Proof of Theorem 6.4

Since Theorem 6.4 clearly holds by combining the following two results (Lemmas 7.1

and 7.2) and Theorem 6.2, it is sufficient to prove Lemma 7.2.

Lemma 7.1 ([4]). Let f : Rm → Rℓ be a strongly convex mapping. Then, for any

π ∈ L(Rm,Rℓ), the mapping f + π : Rm → Rℓ is also strongly convex.

Lemma 7.2. Let f : Rm → Rℓ (m ≥ ℓ) be a Cr mapping (r ≥ 2). Set

Σ = {π ∈ L(Rm,Rℓ) | There exists x ∈ Rm such that rank d(f + π)x ≤ ℓ− 2 } .

If m− 2ℓ+ 4 > 0, then for any non-negative real number s satisfying

s > mℓ− (m− 2ℓ+ 4),(7.1)

the set Σ has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).
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Remark 7.3. We give the following remarks on Lemma 7.2.

(1) In the case ℓ = 1, note that Σ = ∅ and mℓ − (m − 2ℓ + 4) = −2. Thus, in this

case, since the set Σ (= ∅) has 0-dimensional Hausdorff measure zero in L(Rm,R),
Lemma 7.2 clearly holds.

(2) In the case ℓ ≥ 2, since m ≥ ℓ, we have codimS2(Rm,Rℓ) = 2(m− ℓ+2). Thus, the

inequality (7.1) implies that

s > mℓ− (m− 2ℓ+ 4) = mℓ+m− 2(m− ℓ+ 2) = mℓ+m− codimS2(Rm,Rℓ).

Proof of Lemma 7.2. By Remark 7.3 (1), it is sufficient to consider the case ℓ ≥ 2. As

in Remark 7.3 (2), we have

codimS2(Rm,Rℓ) = 2(m− ℓ+ 2).

Since m− 2ℓ+ 4 > 0, we also have codimS2(Rm,Rℓ) > m.

Let k be an integer satisfying 2 ≤ k ≤ ℓ. As in Theorem 2.3, set

Σk = {π ∈ L(Rm,Rℓ) | j1(f + π) is not transverse to Sk(Rm,Rℓ) } .

It follows that

m− codimSk(Rm,Rℓ) ≤ m− codimS2(Rm,Rℓ) < 0.

By Remark 7.3 (2), note that the real number s in (7.1) satisfies that

s > mℓ+m− codimSk(Rm,Rℓ).

Since r ≥ 2, by Theorem 2.3 (2), we have the following:

(a) The set Σk has s-dimensional Hausdorff measure zero in L(Rm,Rℓ).

(b) For any π ∈ L(Rm,Rℓ) \ Σk, we have j1(f + π)(Rm) ∩ Sk(Rm,Rℓ) = ∅.

By (b), it is clearly seen that Σ =
⋃ℓ

k=2 Σk. By (a), the set Σ has s-dimensional

Hausdorff measure zero in L(Rm,Rℓ). □
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